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About this Manual

This preface provides general information concerning the scope and organization of this User’'s
Manual.

Intended Audience

This manual isintended for system administrators responsible for the installation, configuration,
management and maintenance of the software and hardware of VPI (InfiniBand, Ethernet)
adapter cards. It is aso intended for application developers.

Common Abbreviations and Acronyms
Table 2 - Common Abbreviations and Acronyms

Abbreviation / Acronym Whole Word / Description

B (Capital) ‘B’ isused to indicate size in bytes or multiples of
bytes (e.g., 1KB = 1024 bytes, and IMB = 1048576 bytes)

b (Small) ‘b’ is used to indicate size in bits or multiples of bits
(e.g., 1Kb = 1024 bits)

FW Firmware

HW Hardware

LSB Least significant byte

Isb Least significant bit

MSB Most significant byte

msb Most significant bit

NIC Network Interface Card

SW Software

PFC Priority Flow Control

PR Path Record

SL Service Level

QoS Quality of Service

ULP Upper Level Protocol

VL Virtual Lane

Rev 4.1 Mellanox Technologies
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Glossary

Thefollowingisalist of concepts and terms related to InfiniBand in general and to Subnet Man-
agers in particular. It is included here for ease of reference, but the main reference remains the

InfiniBand Architecture Specification.

Table 3 - Glossary

Term

In-Band

Description

A term assigned to administration activities traversing the IB
connectivity only.

Local Identifier (ID)

An address assigned to a port (data sink or source point) by the
Subnet Manager, unique within the subnet, used for directing
packets within the subnet.

Local Port

The IB port of the HCA through which IBDIAG tools connect
tothe IB fabric.

Master Subnet Man-
ager

The Subnet Manager that is authoritative, that has the refer-
ence configuration information for the subnet. See Subnet
Manager.

Multicast Forward-
ing Tables

A table that existsin every switch providing the list of portsto
forward received multicast packet. The table is organized by
MLID.

Network Interface

A network adapter card that plugs into the PCI Express slot

Card (NIC) and provides one or more ports to an Ethernet network.
Unicast Linear For- A table that existsin every switch providing the port through
warding Tables which packets should be sent to each LID.

(LFT)

Rev 4.1
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Related Documentation

Table 4 - Related Documentation

Document Name Description

|EEE Std 802.3ae™-2002 Part 3: Carrier Sense Multiple Access with Colli-
(Amendment to |EEE Std 802.3-2002) sion Detection (CSMA/CD) Access Method and
Document # PDF: SS94996 Physical Layer Specifications

Amendment: MediaAccess Control (MAC)
Parameters, Physical Layers, and Management
Parameters for 10 Gb/s Operation

Firmware Release Notes for Mellanox See the Release Notes PDF file relevant to your

adapter devices adapter device under
docs/ folder of installed package.

MFT User Manual Mellanox Firmware Tools User’s Manual. See
under docs/ folder of installed package.

MFT Release Notes Release Notes for the Mellanox Firmware Tools.
See under docs/ folder of installed package.

WinOF User Manual Mellanox WinOF User Manual describes instal-
lation, configuration and operation of Mellanox
WinOF driver.

VMA User Manud Mellanox VMA User Manual describesinstalla-
tion, configuration and operation of Mellanox
VMA driver.

Support and Updates Webpage

Please visit http://www.mellanox.com > Products > InfiniBand/VPI Drivers > Linux SW/Drivers
for downloads, FAQ, troubleshooting, future updates to this manual, etc.
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Overview

1 Overview

This document provides information about MLNX_EN Linux driver, and instructions on how to
install the driver on Mellanox ConnectX® network adapter solutions supporting the following
uplinks to servers:

Table 5 - Supported Uplinks to Servers

Uplink/HCAs Driver Name Uplink Speed

ConnectX®-3/ mix4 - Ethernet: 10GigE, 40GigE and 56GigE®

ConnectX®-3 Pro

ConnectX®-4 mix5 e Ethernet: 1GigE, 10GigE, 25GigE,
40GigE, 50GigE, 56GigE, and 100GigE

ConnectX®-4 Lx » Ethernet: 1GigE, 10GigE, 25GigE,
40GigE, 50GigE

ConnectX®-5/ » Ethernet: 1GigE, 10GigE, 25GigE,

ConnectX®-5 Ex 40GigE, 50GigE, and 100GigE

1. 56 GbE isaMellanox propriety link speed and can be achieved while connecting a Mellanox adapter cards to
Mellanox SX10XX switch series or connecting a Mellanox adapter card to another Mellanox adapter card.

The MLNX_EN driver release exposes the following capabilities:
» Single/Dual port

e Upto 16 Rx queues per port

* 16 Tx queues per port

* Rx steering mode: Receive Core Affinity (RCA)

e MSI-X or INTx

» Adaptive interrupt moderation

*  HW Tx/Rx checksum calculation

» Large Send Offload (i.e., TCP Segmentation Offload)

» Large Receive Offload

* Multi-core NAPI support

*  VLAN Tx/Rx acceleration (HW VLAN stripping/insertion)
e Ethtool support

* Net device statistics

e SR-10V support

* Flow steering

» Ethernet Time Stamping

Rev 4.1 Mellanox Technologies 13
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1.1  MLNX EN Package Contents

1.1.1 Package Images

MLNX_EN is provided as an 1SO image or as atarball per Linux distribution and CPU architec-
ture that includes source code and binary RPMs, firmware and utilities. The SO image contains
an installation script (called i nstal ') that performs the necessary steps to accomplish the fol-
lowing:

» Discover the currently installed kernel

* Uninstal any previously installed MLNX_OFED/MLNX_EN packages

* Install the MLNX_EN binary RPMs (if they are available for the current kernel)

» ldentify the currently installed HCAs and perform the required firmware updates

1.1.2 Software Components

MLNX_EN contains the following software components:

Table 6 - MLNX_EN Software Components

Components Description

mix5 driver mix5 isthe low level driver implementation for the ConnectX®-4 adapters
designed by Mellanox Technologies. ConnectX®-4 operatesasa VP
adapter.

mix5_core Actsasalibrary of common functions (e.g. initializing the device after

reset) required by the ConnectX®-4 adapter cards.

mix4 driver mix4 isthe low level driver implementation for the ConnectX adapters
designed by Mellanox Technologies. The ConnectX can operate as an
InfiniBand adapter and as an Ethernet NIC.

To accommodate the two flavors, the driver is split into modules: mix-
4 _core, mix4_en, and mix4_ib.

Note: mIx4_ib is not part of this package.

mix4 _core Handles low-level functions like device initialization and firmware com-
mands processing. Also controls resource allocation so that the InfiniBand,
Ethernet and FC functions can share a device without interfering with each

other.
mix4 _en Handles Ethernet specific functions and plugs into the netdev mid-layer.
mestflint An application to burn afirmware binary image.

Software modules | Source code for all software modules (for use under conditions mentioned
in the modules' LICENSE files)

Rev 4.1 Mellanox Technologies 14
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1.1.3 Firmware
The image includes the following firmware item:
* Firmware images (.bin format wrapped in the mixfwmanager tool) for ConnectX®-2/
ConnectX®-3/ConnectX®-3 Pro/ConnectX®-4 and ConnectX®-4 Lx network adapters
1.1.4 Directory Structure
Thetarball image of MLNX_EN contains the following files and directories:
e install - the MLNX_EN installation script
e uninstall.sh - the MLNX_EN un-installation script
*» RPMY - directory of binary RPMs for a specific CPU architecture
e orc/ - directory of the OFED source tarball
» minx_add kernel_support.sh - a script required to rebuild MLNX_EN for customized
kernel version on supported Linux distribution
1.1.5 mix4 VPI Driver
m x4 is the low level driver implementation for the ConnectX® family adapters designed by
Mellanox Technologies. ConnectX®-2 and ConnectX®-3 adapters can operate as an Ethernet
NIC. To accommodate the supported configurations, the driver is split into the following mod-
ules:
mix4_core
Handles low-level functions like device initialization and firmware commands processing. Also
controls resource allocation so that the Ethernet functions can share the device without interfer-
ing with each other.
mix4_en
A 10/40GigE driver under drivergnet/ethernet/mellanox/mix4 that handles Ethernet specific
functions and plugs into the netdev mid-layer.
1.1.6  mlIx5 Driver
m x5 isthe low leve driver implementation for the ConnectX®-4 adapters designed by Mella
nox Technologies. ConnectX®-4 operates as a VPl adapter. The mIx5 driver is comprised of the
following kernel modules:
mix5_core
Acts as alibrary of common functions (e.g. initializing the device after reset) required by Con-
nectX®-4 adapter cards. mix5_core driver also implements the Ethernet interfaces for Con-
Rev 4.1 Mellanox Technologies 15
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1.1.7

1.2

1.2.1

Overview

nectX®-4. Unlike mix4_en/core, mix5 drivers does not require the mix5_en module as the
Ethernet functionalities are built-in in the mix5_core module.

Unsupported Features in MLNX_EN

* InfiniBand protocol

+ Remote Direct Memory Access (RDMA)!
e Storage protocols that use RDMA, such as:
* iSCSl Extensions for RDMA (iSER)

» SCSI RDMA Protocol (SRP)
» Sockets Direct Protocol (SDP)

Module Parameters

mix4 Module Parameters
In order to set m x4 parameters, add the following ling(s) to/ et ¢/ nodpr obe. d/ m x4. conf :
options m x4 _core paraneter=<val ue>

and/or
options m x4 _en paranet er=<val ue>

Thefollowing sectionslist the available m x4 parameters.

1. Only supported with -dpdk and -vma options.

Rev 4.1
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1.2.1.1 mlx4_core Parameters

set _4k_ntu: (Cosolete) attenpt to set 4K MU to all ConnectX ports (int)

debug_| evel : Enabl e debug tracing if > 0 (int)

msi _X: 0 - don't use MSI-X
1 - use MBI-X
>1 - linit nunber of MSI-Xirgs to msi_x (non-SRIQV only) (int)

enabl e_sys_tune; Tune the cpu's for better performance (default 0) (int)

bl ock_| oopback: Block multicast |oopback packets if > 0 (default: 1) (int)

num vf s: Either a single value (e.g. '5") to define uniformnumvfs
val ue for all devices functions or a string to map device func-
tion nunbers to their numvfs values (e.g. '0000: 04: 00. 0-
5,002b: 1c: Ob. a-15").

Hexadeci mal digits for the device function (e.g. 002b: 1c:Ob. a)
and decimal for numuvfs value (e.g. 15). (string)

probe vf: Either a single value (e.g. '3') to indicate that the Hypervi -
sor driver itself should activate this nunber of VFs for each
HCA on the host, or a string to map device function nunmbers to
their probe vf values (e.g. '0000: 04:00.0-3, 002b: 1c: Ob. a-13').
Hexadeci mal digits for the device function (e.g. 002b: 1c: Ob. a)
and decimal for probe vf value (e.g. 13). (string)

[ og_num mgm entry_si ze: | og mymsi ze, that defines the numof qp per ncg, for exanple:
10 gives 248.range: 7 <= log_nummgmentry size <= 12. To
activate device managed flow steering when available, set to -
1 (int)

high_rate steer: Enabl e steering mode for higher packet rate (obsolete, set
"Enabl e optimzed steering" option in |og_nummmentry_size
to use this node). (int)

fast _drop: Enabl e fast packet drop when no recieve WOES are posted (int)

enabl e_64b_cqe_eqe: Enabl e 64 byte CQEs/EQEs when the FWsupports this if non-zero
(default: 1) (int)

| og_num mac: Log2 max number of MACs per ETH port (1-7) (int)

[ og_num vl an: (Cosol ete) Log2 max number of VLANs per ETH port (0-7) (int)

log_ntts_per_seg: Log2 nunber of MIT entries per segment (0-7) (default: 0) (int)

port type array: Either pair of values (e.g. '1,2') to define uniformportl/
port2 types configuration for all devices functions or a
string to map device function nunbers to their pair of port
types val ues (e.g. '0000:04:00.0-1;2,002b: 1c: Ob. a-1;1').
Valid port types: 1-ib, 2-eth, 3-auto, 4-NA
If only a single port is available, use the N'A port type for
port2 (e.g '1,4").

| og_num gp: | og maxi mum nunber of QPs per HCA (default: 19) (int)

| og_num srq: | og maxi mum number of SRQs per HCA (default: 16) (int)

[ og_rdmarc_per_qp: I og nunber of RDMARC buffers per QP (default: 4) (int)

[ og_num cq: | og maxi mum nunber of CQs per HCA (default: 16) (int)

| og_num ncg: | og maxi mum nunber of nulticast groups per HCA (default: 13)
(int)
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[ og_num npt ; | og maxi mum nunber of menory protection table entries per HCA
(default: 19) (int)

og_numntt: | og maxi mum nunber of menory translation table segments per
HCA (default: max(20, 2*MITs for register all of the host mem
ory limted to 30)) (int)

enabl e_gos: Enable Quality of Service support in the HCA (default: off)
(bool)

internal err_reset: Reset device on internal errors if non-zero (default is 1)
(int)

i ngress_parser_node Mde of ingress parser for ConnectX3-Pro. 0 - standard. 1 -
checksum for non TCP/ UDP. (default: standard) (int)

roce_node Set RoCE nodes supported by the port

ud_gid_type Set gid type for UD QPs

[ og_num mgm entry_size l'og ngmsize, that defines the numof gp per ntg, for exanple:
10 gives 248.range: 7 <= |og_num ngmentry_size <= 12 (defaul t
= -10).

use_prio Enabl e steering by VLAN priority on ETH ports (deprecated)
(bool)

enabl e_vfs_gos Enable Virtual VFs QoS (default: off) (bool)

n x4_en_onl y_node Load in Ethernet only mode (int)

enabl e_4k_uar Enabl e using 4K UAR. Shoul d not be enabled if have VFs which do
not support 4K UARs (default: true) (bool)

m x4_en_only_mode: Load in Ethernet only node (int)
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1.2.1.2 mlx4_en Parameters

i nline_thol d: Threshol d for using inline data (int)
Default and max value is 104 bytes. Saves PCl read operation
transaction, packet |ess then threshold size will be copied to
hw buffer directly. (range: 17-104)

udp_rss: Enabl e RSS for incoming UDP traffic (uint)
On by default. Once disabled no RSS for incoming UDP traffic
wi Il be done.

pf ct x: Priority based Flow Control policy on TX[7:0]. Per priority
bit mask (uint)

pferx; Priority based Flow Control policy on RX[7:0]. Per priority
bit mask (uint)

udev_dev_port dev_id Wrk with dev_id or dev_port when supported by the kernel.
Range: 0 <= udev_dev_port dev_id <= 2 (default = 0).

udev_dev_port dev_i d: Wrk with dev_id or dev_port when supported by the kernel.

Range: 0 <= udev_dev_port dev_id <= 2 (default = 0).

« 0: Work with dev_port if supported by the kernel, otherwse
work with dev_id.

« 1. Wrk only with dev_id regardless of dev_port support.

« 2: Wrk with both of dev_id and dev_port (if dev_port is
supported by the kernel). (int)

1.2.2 mIx5_core Module Parameters

The mIx5_core module supports a single parameter used to select the profile which defines the
number of resources supported.
prof sel The parameter nane for selecting the profile. The supported
val ues for profiles are:
0 - for mediumresources, medium performance
1 - for |ow resources
2 - for high performance (int) (default)

gui ds charp
node_gui d guids configuration. This nodul e parameter will be obsol ete!
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2.1

2.2

2.3

2.3.1

Installation

Installation

This chapter describes how to install and test the MLNX_EN for Linux package on a single host
machine with Mellanox InfiniBand and/or Ethernet adapter hardware installed.

Software Dependencies

« MLNX_EN driver cannot coexist with OFED software on the same machine. Hence
when installing MLNX_EN all OFED packages should be removed (run the i nstal |
script).

Downloading MLNX_EN

Step 1. Verify that the system has a Mellanox network adapter (HCA/NIC) installed.
The following example shows a system with an installed Mellanox HCA:

# Ispci -v | grep Mellanox
06:00.0 Network controller: Mellanox Technol ogi es Mr27500 Family [Connect X- 3]
Subsystem Mel | anox Technol ogi es Devi ce 0024

Step 2. Download the SO or tarball image to your host.

The image's name has the format mi nx- en- <ver >- <08 | abel - <CPU ar ch>. i so. YOU can
download it from
http://www.mellanox.com > Products > Software> Ethernet Drivers.

Step 3. Usethe md5sum utility to confirm the file integrity of your 1SO/tarball image.

Installing MLNX_EN

Theinstallation script, i nst al 1, performs the following:

» Discoversthe currently installed kernel

* Uninstallsany previously installed MLNX_OFED/MLNX_EN packages
* Installsthe MLNX_EN binary (if they are available for the current kernel)

» ldentifies the currently installed Ethernet network adapters and automatically upgrades
the firmware

Installation Modes

minx_en installer supports 2 modes of installation. The install script selects the mode of driver

installation depending on the running OS/kernel version.

» Kernel Module Packaging (KMP) mode, where the source rpm is rebuilt for each
installed flavor of the kernel. Thismode is used for RedHat and SUSE distributions.

* Non KMP installation mode, where the sources are rebuilt with the running kernel. This
modeis used for vanillakernels.
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By default, the package will install drivers supporting Ethernet only. In addition, the
package will include the following new installation options:

» Full VMA support which can be installed using the installation option “- - vira”.
* Infrastructure to run DPDK using the installation option “- - dpdk”.

Notes:

Installation

» DPDK itself isnot included in the package. Users would still need to install DPDK separately after

the MLNX_EN installation is completed.
* Installing VMA or DPDK infrastructure will allow the usersto run RoCE.
Installation Results
» For Ethernet only installation mode:
» Thekernel modules are installed under:

 /lib/modules/"uname -r*/updates on SLES and Fedora Distributions
» /lib/modules/"uname -r’/extra/minx-en on RHEL and other RedHat like Distributions
» /lib/modules/"uname -r*/updates’dkms/ on Ubuntu
» Thekernel module sources are placed under:
Jusr/src/minx-en-<ver>/
» For VPI installation mode:

* Thekernel modules are installed under:

 /lib/modules/"uname -r*/updates on SLES and Fedora Distributions

e /lib/modules/"uname -r’/extralminx-ofa_kernel on RHEL and other RedHat like Distributions

» /lib/modules/"uname -r*/updates’dkms/ on Ubuntu
» Thekernel module sources are placed under:
lusr/srclofa_kernel-<ver>/

2.3.2 Installation Procedure
Step 1. Loginto the installation machine as root.
Step 2. Mount the |SO image on your machine.
host 1# mount -0 ro, | oop m nx-en-<ver>-<0S | abel >-<CPU arch>.iso /mt
Step 3.  Runtheinstallation script.
.Immt/install
Step 4. Loadthedriver.
After Ethernet only installation mode:
# letclinit.d/ mnx-en.d restart
Unl oading NIC dri ver: [ & ]
Loading NI C driver: [ & ]
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After VPI installation mode:

# [etc/init.dl openibd restart
Unl oadi ng HCA dri ver: [
Loadi ng HCA driver and Access Layer: [

s

The “/etc/init.d/openibd” service script will load the mix4 and/or mix5 and ULP driv-
ers as set in the “/etc/infiniband/openib.conf” configurations file.

Theresult is a new net-device appearing in the 'ifconfig -a output.

2.4 Unloading MLNX_EN

» Tounload the Ethernet driver:
After Ethernet only installation mode:

# letc/init.d/ mnx-en.d stop
Unl oading NI C dri ver: [ XK ]

After VPI installation mode:

# letclinit.dl openibd stop
Unl oadi ng HCA dri ver: [ XK ]

2.5 Uninstalling MLNX_EN

Usethe script / usr/ sbi n/ of ed_uni nstal | . sh to uninstall the Mellanox OFED package.

2.6 Recompiling MLNX_EN

» Torecompilethedriver:
After Ethernet only installation mode:
Step 1. Enter the source directory.

cp -a /usr/src/mnx-en-3.0/ /tnp
cd /tnp/m nx-en-3.0

Step 2. Apply kernel backport patch.
#> scripts/nl nx_en_pat ch. sh
Step 3.  Compile the driver sources.
#> make
Step 4. Install the driver kernel modules.
#> make install

After VPI installation mode:
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Step 1.  Enter the source directory.
# cp -a /usr/src/ofa kernel-3.4/ [tnp/ofa_kernel-3.4
# cd /tnp/ofa_kernel-3.4
Step 2. Run configure script to define which modules to build and to apply kernel backport patches.
1. Get configure options used to build drivers shipped with the package:
# [etclinfiniband/info
prefix=/usr
Ker nel =3. 10. 0- 229. el 7. x86_64
Configure options:

--with-core-mod --with-user_mad-mod --with-user _access-mod --with-addr_trans-mod -
-with-mthca-mod --with-mix4-mod --with-mIx4_en-mod --with-mIx4_vnic-mod --with-
mix5-mod --with-cxgb3-mod --with-cxghb4-mod --with-nes-mod --with-ehca-mod --
with-gib-mod --with-ipoib-mod --with-ipath_inf-mod --with-amso1100-mod --with-
ocrdma-mod --with-sdp-mod --with-srp-mod --with-rds-mod --with-iser-mod --with-e _i-
poib-mod --with-nfsrdma-mod --with-9pnet_rdma-mod --with-9p-mod --with-cxgb3i-
mod --with-cxghb4i-mod --with-isert-mod

2. Run configure with options from " Configure options:" line:

# .Iconfigure -j --with-core-mod --with-user_mad-mod --with-user_access-mod --
with-addr_trans-mod -mod --with-mix4_en-mod --with-mix4_vnic-mod --with-mlIx5-
mod --with-cxgh3-mod --with-cxgb4-mod --with-nes-mod --with-ehca-mod --with-
gib-mod --with-ipoib-mod --with-ipath_inf-mod --with-amso1100-mod --with-
ocrdma-mod --with-sdp-mod --with-srp-mod --with-rds-mod --with-iser-mod --with-
e_ipoib-mod --with-nfsrdma-mod --with-9pnet_rdma-mod --with-9p-mod --with-
cxgb3i-mod --with-cxgb4i-mod --with-isert-mod

Step 3.  Compilethe driver sources.
# make -] 16

Step 4. Install the driver kernel modules.
# make install _kernel

2.7 Installing MLNX_EN Using YUM
Thistype of installation is applicable to RedHat/OL, Fedora, and XenServer Operating Systems.

2.7.1 Setting Up MLNX_EN YUM Repository

The package consists of two folders that can be set up as arepository:
* “RPMS _ETH” - providesthe Ethernet only installation mode.

* “RPMS’ - provides the RDMA support installation mode.
Step 1. Loginto the installation machine as root.
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Step 2.

Step 3.

Step 4.

Step 5.

Step 6.

Installation

Mount the | SO image on your machine and copy its content to a shared location in your net-
work.

# mount -0 ro,loop m nx-en-<ver>-<CS | abel >-<CPU arch>.iso /mt

You can download the image from www.mellanox.com --> Products --> Software -->
Ethernet Drivers.

Download and install Mellanox Technologies GPG-KEY.
The key can be downloaded using the following link: http://www.mellanox.com/downloads/
ofed/RPM-GPG-KEY-Mellanox.
Example:
# wget http://ww. mel | anox. com downl oads/ of ed/ RPM GPG KEY- Mel | anox
--2014-04-20 13:52:30-- http://ww. nel | anox. con downl oads/ of ed/ RPM GPG KEY- Mel | anox
Resol ving www. nel | anox. com .. 72.3.194.0
Connecting to www. nel | anox. conf 72. 3. 194. 0| : 80. .. connect ed.
HTTP request sent, awaiting response... 200 OK
Length: 1354 (1.3K) [text/plain]
Saving to: ?RPM GPG KEY- Mel | anox?

100% >] 1,354 --.-Kls in 0s
2014-04-20 13:52:30 (247 MB/s) - ?RPM GPG KEY- Mel | anox? saved [ 1354/ 1354]
Install the key.
Example:

# sudo rpm--inport RPM GPG KEY- Mel | anox
warning: rpnts_Hdr FronFdno; Header V3 DSA/ SHAL Signature, key |D 6224c050: NOKEY
I mporting GPG key 0x62240050:

Userid: "Mellanox Technol ogi es (Mellanox Technol ogies - Signing Key v2) <support@el|la-
nox. com"

From: /repos/ MLNX_EN RPM GPG KEY- Mel | anox
I's this ok [y/N:
Verify that the key was imported successfully.
Example:
# rpm-q gpg- pubkey --qf ' 9% NAVE}- % VERSI ON} - % RELEASE}\ t % SUMVARY}\ n' | grep Mel [ anox
gpg- pubkey- a9e4b643- 520791ba gpg(Mel I anox Technol ogi es <support @rel | anox. con)
Rev 3.30
Mel | anox Technol ogi es 45

Create aY UM repository configuration file called “/etc/yum.repos.d/minx_en.repo” with
the following content:

[m nx_en]

name=M_NX_EN Reposi t ory

baseur|=file:///<path to extracted M.NX EN package>/ <RPNMS FOLDER NANME>

enabl ed=1

gpgkey=file:///<path to the downl oaded key RPM GPG KEY- Mel | anox>

gpgcheck=1
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Replace <RPM S FOLDER NAME> with “RPMS _ETH” or “RPMS’ depending on the
desired installation mode (Ethernet only or RDMA).

Step 7. Verify that the repository was added successfully.

# yum repol i st

Loaded plugins: product-id, security, subscription-mnager

This systemis not registered to Red Hat Subscription Management. You can use subscrip-
tion-manager to register.

repo id repo name

status
n nx_en M.NX_EN
Reposi tory

2.7.2 Installing MLNX_EN Using YUM Tool
After setting up the Y UM repository for MLNX_EN package, install one of the following meta-

data packages.
* Incaseyou set up the “RPMS_ETH” folder as the repository (for Ethernet only mode),
install:

# yuminstall nlnx-en-eth-only
* Incaseyou set upthe“RPMS’ folder asthe repository (for RDMA mode), install either:
# yuminstall mnx-en-vm
Or
# yuminstall nnx-en-dpdk

Please note the following:

MLNX_EN provides kernel module RPM packages with KM P support for RHEL and SLES. For
other Operating Systems, kernel module RPM packages are provided only for the Operating Sys-
tem’s default kernel. In this case, the group RPM packages have the supported kernel version in
their packages name.

If you have an Operating Systems different than RHEL or SLES, or you have installed a kernel
that is not supported by default in MLNX_EN, you can use the m nx_add_ker nel _support. sh
script to build MLNX_EN for your kernel.

The script will automatically build the matching group RPM packages for your kernel so that you
can still install MLNX_EN viaYUM.

Please note that the resulting MLNX_OFED repository will contain unsigned RPMs. Therefore,
you should set 'gpgcheck=0" in the repository configuration file.

Installing MLNX_EN using the YUM tool does not automatically update the firmware.
To update the firmware to the version included in MLNX_EN package, you can either:
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# yuminstall nnx-fw updater

or

2. Update the firmware to the latest version available on Mellanox website as described in
Section 2.9, “Updating Firmware After Installation”, on page 27.

2.8 Installing MLNX_EN Using apt-get
Thistype of installation is applicable to Debian and Ubuntu Operating Systems.
2.8.1 Setting Up MLNX_EN apt-get Repository
The package consists of two folders that can be set up as arepository:
» “DEBS ETH" - provides the Ethernet only installation mode.
 “RPMS’ - provides the RDMA support installation mode.
Step 1. Log into the installation machine as root.
Step 2. Extract the MLNX_EN package on a shared location in your network.
You can download the package from www.mellanox.com --> Products --> Software
--> Ethernet Drivers.
Step 3. Create an apt-get repository configuration file called “/etc/apt/sources.list.d/minx_en.list”
with the following content:
deb file:/<path to extracted M.NX EN package>/ <DEBS FOLDER NAME> ./
Replace <DEBS FOLDER NAME> with “DEBS ETH” or “DEBS’ depending on the
desired installation mode (Ethernet only or RDMA).
Step 4.  Download and Install Mellanox Technologies GPG-KEY.
Example:
# wget -qO - http://ww. mel | anox. conf downl oads/ of ed/ RPM GPG KEY- Mel | anox | sudo apt - key
add -
Step 5. Verify that the key was imported successfully.
Example:
# apt-key |ist
pub 1024D/ A9E4B643 2013- 08- 11
ui d Mel I anox Technol ogi es <support @el | anox. conp
sub 1024g/ 09FCC269 2013-08- 11
Step 6.  Update the apt-get cache.
# sudo apt-get update
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2.8.2 Installing MLNX_EN Using apt-get Tool
After setting up the apt-get repository for MLNX_EN package, install one of the following meta-

data packages.
* In case you set up the “DEBS _ETH” folder as the repository (for Ethernet only mode),
install:

# apt-get install nnx-en-eth-only

* Incaseyou set up the“DEBS’ folder asthe repository (for RDMA mode), install either:
# apt-get install nlnx-en-vma

Or
# apt-get install m nx-en-dpdk

Installing MLNX_EN using the apt-get tool does not automatically update the firmware.
To update the firmware to the version included in MLNX_EN package, you can either:
1. Run:

# apt-get install nnx-fw updater

or

2. Update the firmware to the latest version available on Mellanox website as described in
Section 2.9, “Updating Firmware After Installation”, on page 27.

2.9 Updating Firmware After Installation

The firmware can be updated in one of the following methods.

2.9.1 Updating the Device Online

To update the device online on the machine from Mellanox site, use the following command line:

m xf wranager --online -u -d <devi ce>

Rev 4.1 Mellanox Technologies 27



Mellanox

TEOHNOLOOIES

Installation

Example:

nl xf wranager --online -u -d 0000: 09: 00. 0
Querying Mellanox devices firmare ...

Devi ce #1:

Devi ce Type: Connect X3

Part Number: MCX354A- FCA A2- Ad

Descri ption: Connect X-3 VPl adapter card; dual-port QSFP; FDR IB (56Gh/s) and
40G gE; PCle3.0 x8 8GI/s; RoHS R6
PSI D: M_1020120019

PCl Device Nane: 0000:09:00.0

Port1 QU D: 0002¢9000100d051

Port2 MAC 0002¢9000002

Ver si ons: Current Avai | abl e
FwW 2. 33. 5000 2. 34.5000
Status: Updat e required

Found 1 device(s) requiring firmware update. Please use -u flag to performthe update.

2.9.2 Manually Updating the Device
In caseyou ranthei nst al | script with the *- - wi t hout - f w- updat e’ option or you are using
an OEM card and now you wish to (manually) update firmware on your adapter card(s), you need
to perform the steps below. The following steps are also appropriate in case you wish to burn
newer firmware that you have downloaded from Mellanox Technologies Web site (http://
www.mellanox.com > Support > Firmware Download).
Step 1. Get the device's PSID.
m xfwranager _pci | grep PSID
PSI D: MI_1210110019
Step 2.  Download the firmware BIN file from the Mellanox website or the OEM website.
Step 3. Burn thefirmware.
nl xf wmanager _pci -i <fw file.bin>
Step 4. Reboot your machine after the firmware burning is completed.
2.10 Ethernet Driver Usage and Configuration
» Toassign an | P addressto the interface:
#> ifconfig ethex!> <ip>
1. 'X'isthe OS assigned interface number
» To check driver and device information:
#> ethtool -i eth<x>
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Example:

#> ethtool -i eth2

driver: mx4 en

version: 2.1.8 (Cct 06 2013)
firmuare-version: 2.30.3110
bus-info: 0000: 1a:00.0

» To query stateless offload status:

#> ethtool -k eth<x>
» To set stateless offload status:

#> ethtool -K eth<x> [rx on|off] [tx on|off] [sg on]off] [tso on|off] [Iro on|off]
» To query interrupt coalescing settings:

#> ethtool -c eth<x>

» To enable/disable adaptive interrupt moderation:
#>ethtool -C eth<x> adaptive-rx on|off

By default, the driver uses adaptive interrupt moderation for the receive path, which adjusts the mod-
eration time to the traffic pattern.

» To set the values for packet rate limits and for moderation time high and low:
#> ethtool -C eth<x> [pkt-rate-low N [pkt-rate-high N [rx-usecs-low N [rx-usecs-high N

Above an upper limit of packet rate, adaptive moderation will set the moderation time to its highest
value. Below alower limit of packet rate, the moderation time will be set to its lowest value.

» To set interrupt coal escing settings when adaptive moderation is disabled:
#> ethtool -C eth<x> [rx-usecs N [rx-frames N

usec settings correspond to the time to wait after the *last* packet is sent/received before
triggering an interrupt.

» [ConnectX-3/ConnectX-3 Pro] To query pause frame settings:
#> ethtool -a eth<x>
» [ConnectX-3/ConnectX-3 Pro] To set pause frame settings:
#> ethtool -A eth<x> [rx on|off] [tx on|off]
» Toqueryring size values:
#> ethtool -g eth<x>
» To modify rings size:
#> ethtool -Geth<x> [rx <N>] [tx <N
» To obtain additional device statistics:
#> ethtool -S eth<x>
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» [ConnectX-3/ConnectX-3 Pro] To perform a self diagnostics test:
#> ethtool -t eth<x>

The driver defaults to the following parameters:
» Both ports are activated (i.e., anet deviceis created for each port)

* The number of Rx rings for each port is the nearest power of 2 of number of cpu cores,
limited by 16.

* LRO isenabled with 32 concurrent sessions per Rx ring

Some of these values can be changed using module parameters, which can be displayed by run-
ning:

#> nmodinfo n x4 _en
To set non-default values to module parameters, add to the/ et ¢/ nodpr obe. conf file:

"options mx4_en <param nane>=<val ue> <param name>=<val ue> ..."

Values of al parameters can be observed in /syssmodule/mix4_en/parameters.

2.11 Performance Tuning
For further information on Linux performance, please refer to the Performance Tuning Guide for
Mellanox Network Adapters.
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3 Features Overview and Configuration

3.1 Ethernet Network

3.1.1 ethtool Counters

The ethtool counters are counted in different places, according to which they are divided into
groups. Each counters group may also have different counter types.

=)
. ’

PCI

Port

aSwitch aswitoh a3witch a3witch

MPFS

Physical Port

—0

3.1.1.1 Counter Groups
* Ring counters - software ring counters
» Software port counters - an aggregation of software ring counters

» vPort counters - traffic counters and drops due to steering or no buffers. May indicate
NIC issues. These counters include Ethernet traffic counters (including Raw Ethernet)
and RDMA/RoCE traffic counters

» Physica port counters - the physical port connecting the NIC to the network. May indi-
cate NIC, link or network issues. This measuring point holds information on standard-
ized counters like |EEE 802.3, RFC2863, RFC 2819, RFC 3635, and additional counters
such as flow control, FEC, and more. Physical port counters are not exposed to virtual
machines

» Priority port counters - a set of the physical port counters, per priory per port

» PCle counters - counts physical layer PCle signal integrity errors
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Counter Types

Counters are divided into three types:
» Traffic Informative Counters - counters that count traffic. These counters can be used
for loading estimation for general debugging.

» Traffic Acceleration Counters - counters that count traffic accelerated by hardware.
These counters form an additional layer to the informative counter set, and the same traf-
fic is counted through both informative and acceleration counters. Acceleration counters
are marked with “[A]”

e Error Counters - an increment of these counters might indicate a problem. Each of
these counters has an explanation and correction action

Statistic can be fetched via:
e iplink:
ip-s link show <if-nanme>

» ethtool (provides more detailed information):
ethtool -S <if-name>

Acceleration Mechanism

The following accel eration mechanisms have dedicated counters:

* TSO (TCP Segmentation Offload) - increases outbound throughput and reduces CPU
utilization by allowing the kernel to buffer multiple packets in a single large buffer. The
NIC splits the buffer into packets and transmits it

* LRO (LargeReceive Offload) - increases inbound throughput and reduces CPU utiliza-
tion by aggregating multiple incoming packets of a single stream in asingle buffer

e CHECKSUM (Checksum) - calculates TCP checksum (by the NIC). The following
CSUM offloads are available (refer to skbuf f . h for more detailed explanation):

¢+ CHECKSUM_UNNECESSARY

e CHECKSUM_NONE - No CSUM acceleration was used

* CHECKSUM_COMPLETE - Device provided CSUM on the entire packet
* CHECKSUM_PARTIAL - Device provided CSUM

* CQE Compress - compresses Completion Queue Events (CQE) used for sparing band-
width on PCle and achieves better performance

For further details on the counters, refer to the Understanding mix5 driver ethtool Counters Com-
munity post.

3.1.2 Quality of Service (QoS)
Quality of Service (QoS) is a mechanism of assigning a priority to a network flow (socket,
rdma_cm connection) and manage its guarantees, limitations and its priority over other flows.
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This is accomplished by mapping the user's priority to a hardware TC (traffic class) through a 2/
3 stage process. The TC is assigned with the QoS attributes and the different flows behave
accordingly.

3.1.2.1 Mapping Traffic to Traffic Classes
Mapping traffic to TCs consists of several actions which are user controllable, some controlled
by the application itself and others by the system/network administrators.
Thefollowing is the general mapping traffic to Traffic Classes flow:
1. The application sets the required Type of Service (ToS).
2. TheToSistrandated into a Socket Priority (sk_pri o).

3. Thesk_prio is mapped to a User Priority (UP) by the system administrator (some applica
tions set sk_pri o directly).

4. TheUPismapped to TC by the network/system administrator.
5. TCshold the actual QoS parameters

QoS can be applied on the following types of traffic. However, the general QoS flow may vary
among them:

» Plain Ethernet - Applications use regular inet sockets and the traffic passes via the ker-
nel Ethernet driver
* ROCE - Applications use the RDMA API to transmit using QPs

* Raw Ethernet QP - Application use VERBSAPI to transmit using a Raw Ethernet QP

3.1.2.2 Plain Ethernet Quality of Service Mapping

Applications use regular inet sockets and the traffic passes viathe kernel Ethernet driver.
Thefollowing is the Plain Ethernet QoS mapping flow:

1. The application sets the ToS of the socket using set sockopt (I P_TGCS, value).

2. ToSistrandated into thesk_pri o using afixed translation:

TOS 0 <=> sk_prio 0
TOS 8 <=> sk_prio 2
TOS 24 <=> sk_prio 4
TOS 16 <=> sk_prio 6

3. The Socket Priority is mapped to the UP:
» |f theunderlying deviceisaVLAN device, egr ess_map is used controlled by thevconfi g
command. Thisis per VLAN mapping.
 If the underlying deviceis not aVLAN device, in ConnectX-3/ConnectX-3 Pro RoCE old
kernels, mapping the sk_prio to UP isdone by usingtc_w ap.py -i <dev name> -u
0,1,2,3,4,5,6, 7. Otherwise, the mapping is donein the driver.
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4. The UPis mapped to the TC as configured by the m nx_gos tool or by the | | dpad daemon if
DCBX is used.

of the socket. In this case the ToSto sk_pri o fixed mapping is not needed. This allows

0 Socket applications can use set sockopt (SK_PRI O, value) to directly set thesk_pri o
the application and the administrator to utilize more than the 4 values possible via ToS.

In case of VLAN interface, the UP obtained according to the above mapping is aso used
inthe VLAN tag of the traffic

3.1.2.3 Map Priorities with set_egress_map
For RoCE old kernels that do not support set _egress_map, use the tc_w ap script to map
between sk_pri o and UP. Uset c_wr ap with option - u. For example:
tc_wap -i <ethX> -u <skprio2up mapping>

3.1.2.4 Quality of Service Properties

The different QoS properties that can be assignedtoaTC are:

o Strict Priority (see“Strict Priority”)

* Minimal Bandwidth Guarantee (ETS) (see “Enhanced Transmission Selection (ETS)")
* Rate Limit (see “Rate Limit")

3.1.2.4.1 Strict Priority

When setting a TC's transmission algorithm to be 'strict’, then this TC has absolute (strict) prior-
ity over other TC strict priorities coming before it (as determined by the TC number: TC 7 is
highest priority, TC O islowest). It also has an absolute priority over non strict TCs (ETS).

This property needs to be used with care, asit may easily cause starvation of other TCs.

A higher strict priority TC is aways given the first chance to transmit. Only if the highest strict
priority TC has nothing more to transmit, will the next highest TC be considered.

Non strict priority TCswill be considered last to transmit.

This property is extremely useful for low latency low bandwidth traffic that needs to get immedi-
ate service when it exists, but is not of high volume to starve other transmittersin the system.

3.1.2.4.2 Enhanced Transmission Selection (ETS)

Enhanced Transmission Selection standard (ETS) exploits the time periods in which the offered
load of a particular Traffic Class (TC) is less than its minimum allocated bandwidth by allowing
the difference to be available to other traffic classes.

After servicing the strict priority TCs, the amount of bandwidth (BW) left on the wire may be
split among other TCs according to a minimal guarantee policy.

If, for instance, TCO is set to 80% guarantee and TC1 to 20% (the TCs sum must be 100), then
the BW left after servicing all strict priority TCswill be split according to thisratio.
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Since thisis a minimal guarantee, there is no maximum enforcement. This means, in the same
example, that if TC1 did not use its share of 20%, the reminder will be used by TCO.

ETSis configured using the minx_gos tool (“minx_gos’) which allows you to:
» Assign atransmission algorithm to each TC (strict or ETS)

* Set minimal BW guaranteeto ETSTCs
Usage:
m nx_gos -i [options]

3.1.2.4.3 Rate Limit

Rate limit defines a maximum bandwidth allowed for a TC. Please note that 10% deviation from
the requested values is considered acceptable.

3.1.2.5 Quality of Service Tools

3.1.2.5.1 minx_gos

m nx_gos is a centralized tool used to configure QoS features of the local host. It communicates
directly with the driver thus does not require setting up a DCBX daemon on the system.

Them nx_gos tool enables the administrator of the system to:
» Inspect the current QoS mappings and configuration

The tool will also display maps configured by TC and vconfi g set _egress_map toaols, in
order to give acentralized view of al QoS mappings.

* Set UPto TC mapping

» Assign atransmission algorithm to each TC (strict or ETS)
* Set minimal BW guaranteeto ETSTCs

* Setratelimitto TCs

e For unlimited ratelimit set the ratelimit to O.
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Usage

m nx_gos -i <interface> [options]

Options
--Version show prograni s version nunber and exit
-h, --help show this hel p message and exit
-p LIST, --prio_tc=LIST maps UPs to TCs. LIST is 8 comma separated TC nunbers.
Exanple: 0,0,0,0,1,1,1,1 maps UPs 0-3 to TCO, and UPs
4-7 to TCL
-s LIST, --tsa=LIST Transmi ssion al gorithmfor each TC. LIST is comma separat ed

al gorithmnanes for each TC. Possible algorithns: strict, etc.
Exanpl e: ets,strict,ets sets TCO, TC2 to ETS and TCL to strict.
The rest are unchanged.

-t LIST, --tchweLIST Set miniml guaranteed 9BWfor ETS TCs. LIST is conma sepa-
rated percents for each TC. Values set to TCs that are not con-
figured to ETS algorithmare ignored, but must be present.
Exanple: if TCO, TC2 are set to ETS, then 10,0,90 will set TCO
to 10%and TC2 to 90% Percents nust sumto 100.

-r LIST, --ratelimt=LIST Rate limt for TCs (in Gops). LIST is a comma separated Gops
limt for each TC. Exanple: 1,8, 8 will linit TCO to 1Gops, and
TCL, TC2 to 8 Gops each.

-i INTF, --interface=INTF Interface nane

-a Show al | interface's TCs
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3.1.2.5.2 Get Current Configuration
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3.1.2.5.3 Set ratelimit. 3Gbps for tc0 4Gbps for tcl and 2Gbps for tc2

# mnx_gos -i <interface>-p 0,1,2 -r 3,4,2
tc: O ratelimt: 3 Cbhps, tsa: strict

up:

up:
up:
up:
up:
up:

0

~N o o1 B W

skpri o:
skpri o:
skpri o:
skpri o:
skpri o:
skpri o:
skpri o:
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skpri o:
skpri o:
skpri o:

tc: 1ratelinmt: 4 CGhps,

up:

1

tc: 2 ratelinmt: 2 CGhps,

up:

2

0
1
2 (tos: 8)
(tos: 24)

(tos: 16)
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14
15

tsa: strict

tsa: strict
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3.1.2.5.4 Configure QoS. map UP 0,7 to tc0, 1,2,3 to tc1 and 4,5,6 to tc 2. set tcO,tcl as ets and tc2 as strict. divide ets 30%
for tc0 and 70% for tcl

# ninx_gos -i <interface> -s ets,ets,strict -p 0,1,1,1,2,2,2 -t 30,70
tc: Oratelimt: 3 Cops, tsa: ets, bw 30%

up:

0

skpri o:
skpri o:
skpri o:
skpri o:
skpri o:
skpri o:
skpri o:
skprio:
skprio:
skprio:
skprio:
skprio;
skprio;
skprio;
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skprio: 14
skprio: 15
up: 7
tc: 1ratelimt: 4 Cops, tsa: ets, bw 70%
up: 1
up: 2
up: 3
tc: 2 ratelinmt: 2 Chps, tsa: strict
up: 4
up: 5
up: 6

3.1.2.5.5 tcand tc_wrap.py

The tc tool is used to create 8 Traffic Classes (TCs).

The tool will either use the sysfs (/sys/class/net/<ethX>/qos/tc_num) or the tc tool to create the
TCs.

In case of ROCE ConnectX-3/ConnectX-3 Pro old kernels, the tc_wrap will enable mapping
between sk prio and UP using the sysfs (/sys/clasg/infiniband/mix4_0/ports/<port_num>/
skprio2up).

Usage

tc_wap.py -i <interface> [options]

Options

--version show program s version number and exit

-h, --help show this hel p nessage and exit

-u SKPRIO UP, --skprio_ up=SKPRIO UP maps sk _prio to priority for RoCE. LIST is <=16 comma sep-
arated priority. index of elenent is sk prio.

-i INTF, --interface=INTF Interface nane

Example

Run:
tc_wap.py -i enpl39s0
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Output:
Tarrfic classes are set to 8

WP 0

skprio: 0 (vlan 5)
WP 1

skprio: 1 (vlan 5)
WP 2

skprio: 2 (vlan 5 tos: 8)
WP 3

skprio: 3 (vlan 5)
WP 4

skprio: 4 (vlan 5 tos: 24)
WP 5

skprio: 5 (vlan 5)
WP 6

skprio: 6 (vlan 5 tos: 16)
WP 7

skprio: 7 (vlan 5)

3.1.2.5.6 Additional Tools

tc tool compiled with the sch_ngpri o module is required to support kernel v2.6.32 or higher.
Thisisapart of i prout e2 package v2.6.32-19 or higher. Otherwise, an alternative custom sysfs
interfaceis available.

* ninx_gos tool (package: ofed-scripts) requires python version 2.5 < =X
* tc_wap. py (package: ofed-scripts) requires python version 2.5 < = X

3.1.2.6 Packet Pacing

ConnectX-4 and ConnectX-4 Lx devices allow packet pacing (traffic shaping) per flow. This
capability is achieved by mapping a flow to a dedicated send queue, and setting a rate limit on
that send queue.

Note the following:
» Upto 512 send queues are supported

» 16 different rates are supported

e Therates can vary from 1 Mbpsto line ratein 1 Mbps resolution

» Multiple queues can be mapped to the same rate (each queue is paced independently)
» |tispossibleto configure rate limit per CPU and per flow in parallel

System Requirements

e MLNX_OFED, version 3.3

* Linux kernel 4.1 or higher

* ConnectX-4 or ConnectX-4 Lx adapter cards with aformal firmware version
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Packet Pacing Configuration

e This configuration is non-persistent and does not survive driver restart.

Firmware Activation:
To activate Packet Pacing in the firmware:
First, make sure that Mellanox Firmware Tools service (mst) is started:

v B

# met start

Then run:
#echo "MNX_RAWTLV_FILE" > /tnp/m xconfig_raw. txt
#echo “0x00000004 0x0000010c 0x00000000 0x00000001" >> /tnp/m xconfig_raw. txt
#yes | mxconfig -d <nst_dev> -f /tnp/m xconfig raw. txt set_raw > /dev/nul |
#reboot /m xfw eset
» To deactivate Packet Pacing in the firmware:
#echo "MNX RAWTLV_FILE" > [tnp/m xconfig_raw. txt
#echo “0x00000004 0x0000010c 0x00000000 0x00000000" >> /tnp/ m xconfig_raw. txt
#yes | mxconfig -d <nst_dev >-f /tnp/m xconfig raw txt set_raw > /dev/nul |
#reboot /m xfw eset
2. There are two operation modes for Packet Pacing:
a. Ratelimit per CPU core:

When XPS is enabled, traffic from a CPU core will be sent using the corresponding send queue.
By limiting the rate on that queue, the transmit rate on that CPU core will be limited. For example:

# echo 300 > /sys/class/net/ens2f 1/ queues/tx-0/tx_maxrat e

In this case, the rate on Core 0 (tx-0) is limited to 300M bit/sec.
b. Ratelimit per flow:

Step 1. The driver allows opening up to 512 additional send queues using the following com-
mand:

# ethtool -L ens2f1 other 1200

In this case, 1200 additional queues are opened.

Step 2. Create flow mapping.
The user can map a certain destination | P and/or destination layer 4 Port to a specific
send queue. The match precedence is asfollows:

* |P+ L4 Port

* IPonly

* L4 Port only

* No match (the flow would be mapped to default queues)
To create flow mapping:
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Configure the destination IP. Write the IP address in hexadecimal representation
to the relevant sysfs entry. For example, to map IP address 192.168.1.1
(Oxc0a80101) to send queue 310, run the following command:

# echo 0xc0a80101 > /sys/class/ net/ens2f 1/ queues/tx-310/f| ow map/ dst _ip
To map Destination L4 3333 port (either TCP or UDP) to same queue, run:
# echo 3333 > /sys/class/ net/ens2f 1/ queues/tx- 310/ fl ow map/ dst _port

From this point on, al traffic destined to the given IP address and L4 port will be
sent using send queue 310. All other traffic will be sent using the original send
queue.

Step 3. Limit the rate of this flow using the following command:
# echo 100 > /sys/cl ass/ net/ens2f 1/ queues/t x- 310/t x_nmaxrat e

Note: Each queue supports only a single | P+Port combination.

3.1.3 Quantized Congestion Notification (QCN)

@ Supported in ConnectX-3 and ConnectX-3 Pro only.

Congestion control is used to reduce packet dropsin lossy environments and mitigate congestion
spreading and resulting victim flows in lossless environments.

The Quantized Congestion Notification (QCN) IEEE standard (802.1Qau) provides congestion
control for long-lived flows in limited bandwidth-delay product Ethernet networks. It is part of
the IEEE Data Center Bridging (DCB) protocol suite, which also includes ETS, PFC, and
DCBX. QCN in conducted at L2, and is targeted for hardware implementations. QCN applies to
all Ethernet packets and all transports, and both the host and switch behavior is detailed in the
standard.

QCN user interface allows the user to configure QCN activity. QCN configuration and retrieval
of information is done by the m nx_gcn tool. The command interface provides the user with a set
of changeable attributes, and with information regarding QCN's counters and statistics. All
parameters and statistics are defined per port and priority. QCN command interfaceis available if
and only the hardware supportsit.

3.1.3.1 QCN Tool - minx_qgcn

minx_qgcn is atool used to configure QCN attributes of the local host. It communicates directly
with the driver thus does not require setting up a DCBX daemon on the system.

The minx_gcn enables the user to:
* Inspect the current QCN configurations for a certain port sorted by priority

* Ingpect the current QCN statistics and counters for a certain port sorted by priority

»  Set values of chosen QCN parameters
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Usage:

mnx_gcn -i <interface> [options]

Options:

--Vversion

-h, --help

-i INTF, --interface=INTF
-g TYPE, --get_type=TYPE
--rpg_enabl e=RPG ENABLE LI ST

--rppp_max_r ps=RPPP_MAX RPS LI ST

--rpg_time_reset=RPG Tl ME_RESET LI ST

--1rpg_byte_reset =RPG BYTE_RESET_LI ST

--rpg_t hreshol d=RPG THRESHOLD LI ST

--rpg_max_rat e=RPG_MAX_RATE LI ST

--rpg_ai _rate=RPG Al RATE LI ST

--rpg_hai _rate=RPG HAI RATE LIST

--rpg_gd=RPG GD LI ST

--rpg_min_dec_fac=RPG M N DEC FAC LI ST

--rpg_mn_rate=RPG M N RATE LI ST

--cndd_state_machi ne=CNDD_STATE_MACHI NE_LI ST

Features Overview and Configuration

Show program s version nunber and exit

Show this hel p nmessage and exit

Interface nanme

Type of information to get statistics/paraneters
Set value of rpg_enable according to priority,

use spaces between values and -1 for unknown
val ues.

Set val ue of rppp_max_rps according to priority,
use spaces between values and -1 for unknown
val ues.

Set value of rpg_tine_reset according to prior-
ity, use spaces between values and -1 for
unknown val ues.

Set val ue of rpg_byte reset according to prior-
ity, use spaces between values and -1 for
unknown val ues.

Set val ue of rpg_threshold according to prior-
ity, use spaces between values and -1 for
unknown val ues.

Set val ue of rpg_mex_rate according to priority,
use spaces between values and -1 for unknown
val ues.

Set value of rpg_ai _rate according to priority,
use spaces between values and -1 for unknown
val ues.

Set val ue of rpg_hai rate according to priority,
use spaces between values and -1 for unknown
val ues.

Set value of rpg_gd according to priority, use
spaces between values and -1 for unknown val ues.
Set val ue of rpg_min_dec fac according to prior-
ity, use spaces between values and -1 for
unknown val ues.

Set value of rpg _mn_rate according to priority,
use spaces between values and -1 for unknown
val ues.

Set value of cndd_state_machine according to

priority, use spaces between values and -1 for
unknown val ues.

» To get QCN current configuration sorted by priority:

mnx_gcn -i eth2 -g paraneters
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» To show QCN's statistics sorted by priority:
mnx_qgen -i eth2 -g statistics

Example output when running minx_gcn -i eth2 -g parameters.

priority 0
rpg_enable: 0
I ppp_nax_rps: 1000
rpg_tinme_reset: 1464
rpg_byte_reset: 150000
rpg_threshold: 5
rpg_nmax_rate: 40000
rpg_ai _rate: 10
rpg_hai _rate: 50
rpg_gd: 8
rpg_mn_dec_fac: 2
rpg_mn_rate: 10
cndd_state machine: 0

priority 1:
rpg_enable: 0
rppp_nmax_rps: 1000
rpg_tine_reset: 1464
rpg_byte_reset: 150000
rpg_threshold: 5
rpg_nmex_rate: 40000

rpg_ai _rate: 10
rpg_hai _rate: 50
rpg_gd: 8
rpg_mn_dec fac: 2
rpg_mn_rate: 10
cndd_state machine: 0

priority 7
rpg_enable: 0
rppp_max_rps: 1000
rpg_tine_reset: 1464
rpg_byte reset: 150000
rpg_threshol d: 5
rpg_nmax_rate: 40000
rpg_ai _rate: 10
rpg_hai _rate: 50
rpg_gd: 8
rpg_mn_dec fac: 2
rpg_mn_rate: 10
cndd_state nachine: 0

3.1.3.2 Setting QCN Configuration

Setting the QCN parameters, requires updating its value for each priority. '-1' indicates no change
in the current value.
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Example for setting 'rp g_enabl€e' in order to enable QCN for priorities 3, 5, 6:
mnx_qgen -i eth2 --rpg_enable=-1-1-11-111-1

Example for setting 'rpg_hal_rate' for priorities 1, 6, 7:
m nx_qgen -i eth2 --rpg_hai _rate=60 -1 -1 -1 -1 -1 60 60

3.1.4 Ethtool
ethtool is a standard Linux utility for controlling network drivers and hardware, particularly for
wired Ethernet devices. It can be used to:
» Get identification and diagnostic information

» Get extended device statistics

» Control speed, duplex, auto-negotiation and flow control for Ethernet devices
* Control checksum offload and other hardware offload features

» Control DMA ring sizes and interrupt moderation

The following are the ethtool supported options:
Table 7 - ethtool Supported Options

Options Description

ethtool --set-priv-flags eth<x> Enableg/disables driver feature matching the given private

<priv flag> <on/off> flag.

ethtool --show-priv-flags eth<x> Shows driver private flags and their states (ON/OFF)

The private flags are:

e (qcn _disable 32 14 4 e

» disable_mc_loopback - when thisflag is on, multicast
traffic is not redirected to the device by loopback.

e mix4_flow_steering_ethernet_|2

* mix4 flow_steering ipv4

* mix4 flow_steering_tcp

For further information regarding the last three flags, refer

to Flow Steering section.

The flags below are related to Ignore Frame Check
Sequence, and they are active when et ht ool - k does not
support them:

e orx-fcs

o orx-al

The flag below isrelevant for ConnectX-4 family cards

only:

e rx_cqge_compress - used to control CQE compression. It
isinitialized with the automatic driver decision.
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Table 7 - ethtool Supported Options

Options Description

ethtool -a eth<x> Note: Supported in ConnectX®-3/ConnectX®-3 Pro cards
only.

Queries the pause frame settings.

ethtool -A eth<x> [rx on|off] [tx Note: Supported in ConnectX®-3/ConnectX®-3 Pro cards
on|off] only.

Sets the pause frame settings.

ethtool -c eth<x> Queries interrupt coal escing settings.

ethtool -C eth<x> [pkt-rate-low N] | Note: Supported in ConnectX®-3/ConnectX®-3 Pro cards
[pkt-rate-high N] [rx-usecs-low N] | only.

[rx-usecs-high N] Sets the values for packet rate limits and for moderation
time high and low values.

For further information, please refer to Adaptive Interrupt
M oderation section.

ethtool -C eth<x> [rx-usecs N] [rx- | Setsthe interrupt coalescing setting.

frames N] rx-frames will be enforced immediately, rx-usecs will be
enforced only when adaptive moderation is disabled.

Note: usec settings correspond to the time to wait after the
*|ast* packet is sent/received before triggering an interrupt.

ethtool -C eth<x> adaptive-rx Note: Supported in ConnectX®-3/ConnectX®-3 Pro cards
on|off only.

Enabl es/disabl es adaptive interrupt moderation.

By default, the driver uses adaptive interrupt moderation for
the receive path, which adjusts the moderation time to the
traffic pattern.

For further information, please refer to Adaptive Interrupt
M oderation section.

ethtool -g eth<x> Queriesthering size values.

ethtool -G eth<x> [rx <N>] [tx Modifies the rings size.

<N>]

ethtool -i eth<x> Checks driver and device information.
For example:
#> ethtool -i eth2

driver: mx4_en (Mr_0DD0120009_CX3)
version: 2.1.6 (Aug 2013)
firmaare-version: 2.30.3000
bus-info: 0000: 1la: 00.0

ethtool -k eth<x> Queries the stateless offload status.
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Table 7 - ethtool Supported Options

Options Description

ethtool -K eth<x> [rx on|off] [tx
on|off] [sg on|off] [tso on|off] [Iro
on|off] [gro on|off] [gso on|off]
[rxvlan on|off] [txvlan on|off] [ntu-
ple on/off] [rxhash on/off] [rx-all
on/off] [rx-fcs on/off]

Features Overview and Configuration

Sets the statel ess offload status.

TCP Segmentation Offload (TSO), Generic Segmentation
Offload (GSO): increase outbound throughput by reducing
CPU overhead. It works by queuing up large buffers and | et-
ting the network interface card split them into separate
packets.

Large Receive Offload (LRO): increases inbound through-
put of high-bandwidth network connections by reducing
CPU overhead. It works by aggregating multiple incoming
packets from asingle stream into alarger buffer before they
are passed higher up the networking stack, thus reducing the
number of packets that have to be processed. LRO is avail-
ablein kernel versions < 3.1 for untagged traffic.

Hardware VLAN insertion Offload (txvlan): When enabled,
the sent VLAN tag will be inserted into the packet by the
hardware.

Note: LRO will be done whenever possible. Otherwise
GRO will be done. Generic Receive Offload (GRO) is
available throughout all kernels.

Hardware VLAN Striping Offload (rxvlan): When enabled
received VLAN traffic will be stripped from the VLAN tag
by the hardware.

RX FCS (rx-fcs): Kegps FCSfield in the received packets.

RX FCSvalidation (rx-all): Ignores FCS validation on the
received packets.

Note:

The flags below are supported in ConnectX®-3/Con-
nectX®-3 Pro cards only:

[rxvlan on|off] [txvlan on|off] [ntuple on/off]
[rxhash on/off] [rx-all on/off] [rx-fcs on/off]

ethtool -l eth<x>

Shows the number of channels

ethtool -L eth<x> [rx <N>] [tx
<N>]

Sets the number of channels

Note: This also resets the RSS table to its default distribu-
tion, which is uniform across the cores on the NUMA (nhon-
uniform memory access) node that is closer to the NIC.

Note: For ConnectX®-4 cards, useet ht ool -L et h<x>
conbi ned <N> to set both RX and TX channels.

ethtool -m|--dump-module-eeprom
eth<x> [ raw on|off ] [ hex on|off ]
[ offset N] [ length N ]

Queries/Decodes the cable modul e eeprom information.
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ethtool -p|--identify DEVNAME

Features Overview and Configuration

Options Description

Enables visual identification of the port by LED blinking
[TIME-IN-SECONDS]

ethtool -p[--identify eth<x> <LED
duration>

Allows usersto identify interface's physical port by turning
the ports LED on for a number of seconds.

Note: Thelimit for the LED duration is 65535 seconds.

ethtool -S eth<x>

Obtains additional device statistics.

ethtool -s eth<x> advertise <N>
autoneg on

Changes the advertised link modes to requested link modes
<N>

To check the link modes’ hex values, run <man et ht ool >
and to check the supported link modes, run et ht oo et h<x>

Note: <autoneg on> only sends a hint to the driver that the
user wants to modify advertised link modes and not speed.

ethtool -s eth<x> msglvl [N]

Changes the current driver message level.

ethtool -s eth<x> speed <SPEED>
autoneg off

Changes the link speed to requested <SPEED>. To check
the supported speeds, run et ht ool et h<x>.

Note: <aut oneg of f > does not set autoneg OFF, it only
hints the driver to set a specific speed.

ethtool -t eth<x>

Performs a self diagnostics test.

ethtool -T eth<x>

Note: Supported in ConnectX®-3/ConnectX®-3 Pro cards
only.

Shows time stamping capabilities

ethtool -x eth<x>

Retrieves the receive flow hash indirection table.

ethtool -X eth<x> equal abc...

Sets the receive flow hash indirection table.

Note: The RSS table configuration is reset whenever the
number of channelsis modified (using ethtool -L com-
mand).

3.1.5 Checksum Offload

MLNX_OFED supports the following Receive IP/L4 Checksum Offload modes:

e CHECKSUM_UNNECESSARY: By setting this mode the driver indicates to the Linux
Networking Stack that the hardware successfully validated the IP and L4 checksum so
the Linux Networking Stack does not need to deal with IP/L4 Checksum validation.
Checksum Unnecessary is passed to the OS when al of the following are true:

» Ethtool -k <DEV> shows rx-checksumming: on

» Received TCP/UDP packet and both | P checksum and L4 protocol checksum are correct.
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« CHECKSUM_COMPLETE: When the checksum validation cannot be done or fails, the
driver still reports to the OS the calculated by hardware checksum value. This allows
accelerating checksum validation in Linux Networking Stack, since it does not have to
calculate the whol e checksum including payload by itself.

Checksum Complete is passed to OS when all of the following are true:
» Ethtool -k <DEV> shows rx-checksumming: on

» Using ConnectX®-3, firmware version 2.31.7000 and up

* Received IpV4/I1pV6 non TCP/UDP packet

The ingress parser of the ConnectX®-3-Pro card comes by default without checksum
e offload support for non TCP/UDP packets.

To change that, please set the value of the module parameter i ngr ess_par ser _node
inmix4_coreto 1.

In this mode | Pv4/IPv6 non TCP/UDP packets will be passed up to the protocol stack
with CHECKSUM_COMPLETE tag.

In this mode of the ingress parser, the following features are unavailable:
* NVGRE stateless offloads

* VXLAN stateless offloads

* ROoCE v2 (RoCE over UDP)

Change the default behavior only if non tcp/udp is very common.

e CHECKSUM_NONE: By setting this mode the driver indicates to the Linux Network-
ing Stack that the hardware failed to validate the IP or L4 checksum so the Linux Net-
working Stack must calculate and validate the |P/L4 Checksum.

Checksum None is passed to OS for all other cases.

3.1.6 Ignore Frame Check Sequence (FCS) Errors

e Supported in ConnectX-3 Pro and ConnectX-4 only.

Upon receiving packets, the packets go through a checksum validation process for the FCS field.
If the validation fails, the received packets are dropped.

When FCSis enabled (disabled by default), the device does not validate the FCSfield even if the
fieldisinvalid.
It is not recommended to enable FCS.

For further information on how to enable/disable FCS, please refer to Table 7, “ethtool Supported
Options,” on page 45

3.1.7 Priority Flow Control (PFC)

Priority Flow Control (PFC) IEEE 802.1Qbb applies pause functionality to specific classes of
traffic on the Ethernet link. For example, PFC can provide lossless service for the RoCE traffic
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and best-effort service for the standard Ethernet traffic. PFC can provide different levels of ser-
vice to specific classes of Ethernet traffic (using |EEE 802.1p traffic classes).

3.1.7.1 PFC Local Configuration

3.1.7.1.1 Configuring PFC on ConnectX-3

Set the pfctx and pefrx mix_en module parameters to the file: /etc/modprobe.d/mix4_en.conf:
options mx4_en pfctx=0x08 pfcrx=0x08

Note: These parameters are bitmap of 8 bits. In the example above, only priority 3 is enabled
(Ox8 is 00001000b). 0x16 will enable priority 4 and so on.

3.1.7.1.2 Configuring PFC on ConnectX-4

1. Enable PFC on the desired priority:
# mnx_gos -i <ethX> --pfc <0/ 1>, <0/ 1>, <0/ 1>, <0/ 1>, <0/ 1>, <0/ 1>, <0/ 1>, <0/ 1>
Example (Priority=4):
# mnx_gos -i ethl --pfc 0,0,0,0,1,0,0,0
2. CreateaVLAN interface:
# vconfig add <ethX> <VLAN | D>
Example (VLAN_ID=5):
# vconfig add ethl 5
3. Set egress mapping:
a. For Ethernet traffic:
# veconfig set_egress_map <vlan_einterface> <skprio> <up>
Example (skprio=3, up=5):
# veconfig set_egress_map ethl.5 3 5
4. Create 8 Traffic Classes (TCs):
tc_wap.py -i <interface>
5. Enable PFC on the switch.

For information on how to enable PFC on your respective switch, please refer to Switch FC/
PFC Configuration sections in the following Mellanox Community page:
https://community.mellanox.com/docs/DOC-2283.
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3.1.7.2 PFC Configuration Using LLDP DCBX
3.1.7.2.1 PFC Configuration on Hosts

3.1.7.2.1.1PFC Auto-Configuration Using LLDP Tool in the OS

Step 1. Start lldpad daemon on host.
[ldpad -d O
service |ldpad start
Step 2. Send lldpad packets to the switch.
[Idptool set-Ildp -i <ethX> adm nStatus=rxtx

[Idptool -T -i <ethX> -V sysNane enabl eTx=yes;
[ldptool -T -i <ethX> -V portDesc enabl eTx=yes ;
[ldptool -T -i <ethX> -V sysDesc enabl eTx=yes
[Idptool -T -i <ethX> -V sysCap enabl eTx=yess
[ldptool -T -i <ethX> -V mgAddr enabl eTx=yess
[ldptool -T -i <ethX> -V PFC enabl eTx=yes;
[Idptool -T -1 <ethX> -V CEE-DCBX enabl eTx=yes;

Step 3. Set the PFC parameters.
» For the CEE protocol, use dcbtool:
dchtool sc <ethX> pfc pfcup: <xxxxxxxx>

Example:
debt ool sc eth6 pfc pfcup: 01110001

where:

Enables/disables priority flow control.

[pfeup:xxxxxxxx] From left to right (priorities 0-7) - X can be equal to either
O or 1. 1indicates that the priority is configured to trans-
mit priority pause.

» For IEEE protocol, use lldptool:
[ldptool -T -i <ethX> -V PFC enabl ed=x, X, X, X, X, X, X, X

Example:

[Idptool -T -i eth2 -V PFC enabl ed=1, 2, 4
where:

enabled Displays or sets the priorities with PFC enabled. The set attri-
bute takes a comma-separated list of prioritiesto enable, or the
string none to disable al priorities.

3.1.7.2.1.2PFC Auto-Configuration Using LLDP in the Firmware (for mIx5 driver)

There are two ways to configure PFC and ETS on the server:
1. Loca Configuration - Configuring each server manually.
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2. Remote Configuration - Configuring PFC and ETS on the switch, after which the switch will
pass the configuration to the server using LLDPDCBX TLVs.

There are two ways to implement the remote configuration using ConnectX -4 adapters:
a. Configuring the adapter firmware to enable DCBX.
b. Configuring the host to enable DCBX.

For further information on how to auto-configure PFC using LLDP in the firmware, refer to the
HowTo Auto-Config PFC and ETS on ConnectX-4 viaL LDP DCBX Community post.

3.1.7.2.2 PFC Configuration on Switches

Step 1. Inorder to enable DCBX, LLDP should first be enabled:
switch (config) # I1dp
show | I dp interfaces ethernet renote
Step 2. Add DCBX to thelist of supported TLV s per required interface.
* For IEEE DCBX:
switch (config) # interface 1/1
switch (config interface ethernet 1/1) # Ildp tlv-select dchx
* For CEE DCBX:
switch (config) # interface 1/1
switch (config interface ethernet 1/1) # Ildp tlv-select dchx-cee
Step 3.  [Optional] Application Priority can be configured on the switch, with the required ether-
type and priority. For example, | P packet, priority 1:
switch (config) # dcb application-priority 0x8100 1
Step 4. Make sure PFC is enabled on the host (for enabling PFC on the host, refer to Section
3.1.7.2.1 above). Onceit is enabled, it will be passedinthe LLDPTLVSs.

Step 5.  Enable PFC with the desired priority on the Ethernet port.
deb priority-flowcontrol enable force
deb priority-flowcontrol priority <priority> enable
interface ethernet <port> dch priority-flowcontrol mode on force
Example: Enabling PFC with priority 3 on port 1/1:
dcb priority-flowcontrol enable force
deb priority-flowcontrol priority 3 enable
interface ethernet 1/1 dchb priority-flowcontrol node on force

3.1.7.3 Priority Counters

MLNX_OFED driver supports several ingress and egress counters per priority. Runet ht ool -S
to get the full list of port counters.

ConnectX-3 and ConnectX-4 Counters
e Rxand Tx Counters:

» Packets
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* Bytes

» Octets

* Frames

* Pause

* Pause frames

* Pause Duration

e Pause Transition

ConnectX-3 Example
# ethtool -Sethl | grep prio_3

rx_prio_3 packets: 5152
rx_prio_3 bytes: 424080
tx_prio_3 packets: 328209
tx_prio_3 bytes: 361752914
rx_pause prio_3: 14812
rx_pause_duration_prio_3: 0
rx_pause_transition prio 3: 0
tx_pause prio_3: 0
tx_pause_duration prio_3: 47848
tx_pause_transition_prio_3: 7406

ConnectX-4 Example

# ethtool -S eth35 | grep priod
priod rx_octets: 62147780800
prio4 rx_franmes: 14885696
priod tx octets: 0
priod tx frames: 0
prio4_rx_pausel: 0
priod _rx_pause duration: 0
priod_tx_pause: 26832
priod_tx pause duration: 14508
prio4_rx_pause_transition: 0

1. The Pause countersin ConnectX-4 are visible via ethtool only for priorities on which PFC is
enabled.
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3.1.8 Explicit Congestion Notification (ECN)

3.1.8.1 ConnectX-3/ConnectX-3 Pro ECN
ECN is an extension to the IP protocol. It allows reliable communication by notifying al ends of
communication when a congestion occurs.

Thisis done without dropping packets. Please note that since this feature requires all nodesin the
path (nodes, routers etc) between the communicating nodes to support ECN to ensure reliable
communication. ECN is marked as 2 bits in the traffic control 1P header. This ECN implementa
tion refers to RoCE v2.

ECN command interface is use to configure ECN activity. The accessto it isthrough the file sys-
tem (mount of debugfs is required). The interface provides a set of changeable attributes, and
information regarding ECN's counters and statistics.

Enabling the ECN command interface is done by setting the en_ecn module parameter of
m x4_i b to 1:

options mx4_ib en_ecn=1

3.1.8.1.1 Enabling ConnectX-3/ConnectX-3 Pro ECN

» To enable ConnectX-3/ConnectX-3 Pro ECN on the hosts
Step 1.  Enable ECN in sysfs.

I proc/sys/net/ipv4/tcp _ecn = 1
Step 2. Enable ECN CLI.

options mx4 ib en_ecn=1
Step 3. Restart the driver.

[etclinit.dl openibd restart
Step 4. Mount debugfs to access ECN attributes.

mount -t debugfs none /sys/kernel / debug/
Please note, mounting of debugfsisrequired.

Thefollowing is an example for ECN configuration through debugfs (echo 1 to enable attribute):

[ sys! kernel / debug/ m x4_i b/ <devi ce>/ ecn/ <al go>/ port s/ 1/ par ans/ pri 0s/ <pri 0>/ <t he
requested attribute>

ECN supports the following algorithms;
e r_roce_ecn_rp

e r_roce_ecn_np

Each algorithm has a set of relevant parameters and statistics, which are defined per device, per
port, per priority.
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r_roce_ecn_np hasan extra set of general parameters which are defined per device.

ECN and QCN are not compatible. When using ECN, QCN (and all its related dae-
mong/utilities that could enableit, i.e - lldpad) should be turned OFF.

3.1.8.1.2 Various ECN Paths

Thefollowing are the paths to ECN algorithm, general parameters and counters.
* The path to an algorithm attribute is (except for general parameters):

[ sys/ kernel / debug/ m x4 _i b/ { DEVI CE}/ ecn/{al gorithn}/ports/{port}/parans/prios/{prio}/
{attribute}

* Thepathto ageneral parameter is.
[ sys! kernel / debug/ m x4 _i b/ { DEVI CE}/ ecn/r_roce_ecn_np/ gen_parans/{attri but e}

* Thepathto acounter is:

| sys/ kernel / debug/ m x4 _i b/ { DEVI CE}/ ecn/{al gorithn}/ports/{port}/statistics/prios/
{prio}/{counter}

3.1.8.2 ConnectX-4 ECN

ECN in ConnectX-4 enables end-to-end congestions notifications between two end-points when
a congestion occurs, and works over Layer 3. ECN must be enabled on all nodes in the path
(nodes, routers etc) between the two end points and the intermediate devices (switches) between
them to ensure reliable communication. ECN handling is supported only in RoCEv2 packets.

3.1.8.2.1 Enabling ConnectX-4 ECN

» To enable ConnectX-4 ECN on the hosts
Step 1.  Enable ECN in sysfs.
I'sys/ cl ass/ net/<interface>/ <protocol > ecn_<protocol > enabl e =1
Step 2. Query the attribute.
cat /sys/class/net/<interface> ecn/ <protocol >/ params/<requested attribute>
Step 3.  Modify the attribute.
echo <val ue> /sys/ cl ass/ net/<interface> ecn/ <protocol > paranms/<requested attribute>
ECN supports the following algorithms;
e r_roce_ecn_rp - Reaction point
e r_roce_ecn_np - Notification point

Each algorithm has a set of relevant parameters and statistics, which are defined per device, per
port, per priority.

» Toquery ECN enable per Priority X:
cat /sys/class/net/<interface> ecn/<protocol > enabl e/ X
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» Toread ECN configurable parameters:

cat /sys/class/net/<interface> ecn/<protocol > requested attributes
» Toenabled ECN for each priority per protocol:

echo 1 > /sys/class/net/<interface> ecn/<protocol >/ enabl e/ X

» To modify ECN configurable parameters:
echo <val ue> > /sys/class/net/<interface> ecn/ <protocol >/ requested attributes

Where:
» X:priority {0..7}
e protocol: roce rp/roce np

* requested attributes. Next Slide for each protocol.

3.1.9 RSS Support

3.1.9.1 RSS Hash Function

The device has the ability to use XOR as the RSS distribution function, instead of the default
Toplitz function.

The XOR function can be better distributed among driver's receive queues in small number of
streams, where it distributes each TCP/UDP stream to a different queue.

3.1.9.1.1 mlx4 RSS Hash Function

MLNX_OFED provides one of the following options to change the working RSS hash function
from Toplitz to XOR, and vice versa:
» Through ethtool priv-flags, in case m x4_rss_xor _hash_function is not part of the
priv-flags list.
ethtool --set-priv-flags eth<x> nl x4 _rss_xor_hash function on/of f

* Through ethtool, provided as part of MLNX_OFED package, in case m x4_rss_x-
or _hash_functi on isnot part of the priv-flagslist:

[ opt/ mel | anox/ et ht ool # . /shin/ethtool -X ens4 hfunc xor
[ opt/ mel | anox/ et ht ool # . /shin/ethtool --showrxfh ens4

Output:

RX flow hash indirection table for ens4 with 8 RX ring(s):

0: 01234567

RSS hash key:

7¢:9c¢: 37: de: 18: dc: 43: 86: d9: 27: 0f : 6f: 26: 03: 74: b8: bf : d0: 40: 4h: 78: 72: e2: 24: dc: 1b: 91: bb: 01: 1b: a7: a6
:37: 6¢: ¢8: 7e: d6: e3: 14: 17

RSS hash functi on:

toeplitz: off

Xor : on

For further information, please refer to Table 7, “ethtool Supported Options,” on page 45.
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3.1.9.1.2 mix5 RSS Hash Function
MLNX_OFED provides the following option to change the working RSS hash function from
Toplitz to XOR, and vice versa:
» Through sysfs, located at: /sys/class/net/eth* /settings/hfunc.
» To query the operational and supported hash functions:
cat /sys/class/net/eth*/settings/hfunc
Example:

# cat /sys/class/net/eth2/settings/hfunc
Qperational hfunc: toeplitz
Supported hfuncs: xor toeplitz

» To change the operational hash function:
echo xor > /sys/class/net/eth*/settings/hfunc

3.1.9.1.3 RSS Support for IP Fragments
0 Supported in ConnectX-3 and ConnectX-3 Pro only.

Asof MLNX_OFED v2.4-.1.0.0, RSS will distribute incoming IP fragmented datagrams accord-
ing to its hash function, considering the L3 IP header values. Different IP fragmented datagrams
flows will be directed to different rings.

(e.g. UDP packets larger than MTU), it will be directed to the same target as the pro-

e When the first packet in | P fragments chain contains upper layer transport header
ceeding | P fragments that follows it, to prevent out-of-order processing.

3.1.10 Time-Stamping

3.1.10.1 Time-Stamping Service

Time stamping is the process of keeping track of the creation of a packet. A time-stamping ser-
vice supports assertions of proof that a datum existed before a particular time. Incoming packets
are time-stamped before they are distributed on the PCI depending on the congestion in the PCI
buffers. Outgoing packets are time-stamped very close to placing them on the wire.

3.1.10.1.1Enabling Time Stamping

Time-stamping is off by default and should be enabled before use.
» To enable time stamping for a socket:
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» Call setsockopt() with SO_TIMESTAMPING and with the following flags:

SOF_TI MESTAMPI NG TX_ HARDWARE: try to obtain send time stanp in hardware
SOF_TI MESTAVPI NG TX_SOFTWARE: i f SOF_TI MESTAMPI NG TX HARDWARE i s of f or fails, thendoit in

sof tware

SOF_TI MESTAVPI NG_RX_HARDWARE: return the original, unmodified tine stanp as generated by the
har dwar e

SOF_TI MESTAVPI NG_RX_SOFT\WARE: i f SOF_TI MESTAMPI NG RX_HARDWARE i s of f or fails, thendoit in
sof t war e

SOF_TI MESTAVPI NG_RAW HARDWARE: return original raw hardware tine stanp
SOF_TI MESTAVPI NG SYS HARDWARE: return hardware time stanp transformed to the systemtine base

SOF_TI MESTAVPI NG_SOFTWARE: return systemtime stanp generated in software
SOF_TI MESTAMPI NG TX/ RX determne how time stanps are generated
SOF_TI MESTAVPI NG_RAW SYS determ ne how they are reported

» To enable time stamping for a net device:

Admin privileged user can enable/disable time stamping through calling ioctl (sock, SIOCSH-
WTSTAMP, &ifreq) with following values:

Send side time sampling:
» Enabled by ifreq.hwtstamp_config.tx_type when

/* possible val ues for hwtstanp _config->tx _type */

enum hwt stanp_t x_types {
/*
* No outgoing packet will need hardware time stanping;
* shoul d a packet arrive which asks for it, no hardware
* time stanping will be done.
*|
HWISTAMP_TX OFF,

/*

* Enabl es hardware tine stanping for outgoing packets;
* the sender of the packet decides which are to be

* tine stanped by setting %SOF Tl MESTAMPI NG TX SOFTWARE
* before sending the packet.

*|

HAWISTAMP_TX_ON,

/*
* Enables tine stanping for outgoing packets just as
* HWISTAMP_TX_ON does, but al so enables tine stanp insertion
* directly into Sync packets. In this case, transnitted Sync
* packets will not received a time stanp via the socket error
* queue.
*|
HWISTAVP_TX_ONESTEP_SYNC,

I
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Note: for send side tine stanping currently only HAMSTAWP_TX OFF and
HAWTSTAVP_TX ON are support ed.
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Receive side time sampling:
» Enabled by ifreg.hwtstamp_config.rx_filter when

[* possible val ues for hwtstanp_config->rx filter */
enum hwt stanp_rx_filters {
[* time stanp no inconing packet at all */
HWISTAVP_FI LTER_NONE,

[* time stanp any inconing packet */
HWISTAVP_FI LTER ALL,

[* return value: time stanp all packets requested plus sone others */
HWISTAMP_FI LTER _SOVE,

[* PTP v1, UDP, any kind of event packet */
HWISTAVP_FI LTER PTP_V1_L4 EVENT,

[* PTP v1, UDP, Sync packet */

HWISTAVP_FI LTER PTP_V1_L4 SYNC,

[* PTP v1, UDP, Delay req packet */
HWISTAVP_FI LTER PTP_V1_L4 DELAY REQ

[* PTP v2, UDP, any kind of event packet */
HWISTAVP_FI LTER PTP_V2_ L4 EVENT,

[* PTP v2, UDP, Sync packet */

HWISTAVP_FI LTER PTP_V2_L4 SYNC,

[* PTP v2, UDP, Delay req packet */
HWISTAVP_FI LTER PTP V2 L4 DELAY REQ

[* 802.AS1, Ethernet, any kind of event packet */
HWISTAMP_FI LTER PTP_V2 L2 EVENT,

[* 802.AS1, Ethernet, Sync packet */

HWISTAMP_FI LTER PTP_V2_L2_SYNC,

[* 802.AS1, Ethernet, Delay req packet */
HWISTAMP_FI LTER PTP_V2 L2 DELAY REQ

[* PTP v2/802. AS1, any |layer, any kind of event packet */
HWISTAVP_FI LTER PTP_V2_ EVENT,
[* PTP v2/802. AS1, any l|ayer, Sync packet */
HWISTAMP_FI LTER PTP_V2_SYNC,
[* PTP v2/802.AS1, any l|ayer, Delay req packet */
HWISTAMP_FI LTER PTP_V2 DELAY REQ
E
Note: for receive side time stanping currently only HATSTAMP_FI LTER NONE and
HWTSTAVP_FI LTER ALL are support ed.

3.1.10.1.2 Getting Time Stamping

Once time stamping is enabled time stamp is placed in the socket Ancillary data. recvmsg() can
be used to get this control message for regular incoming packets. For send time stamps the outgo-
ing packet islooped back to the socket's error queue with the send time stamp(s) attached. It can

be received with recvmsg(flag=MSG_ERRQUEUE). The cal returns the original outgoing
packet dataincluding all headers preprended down to and including the link layer, the scm_time-
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stamping control message and a sock_extended_err control message with ee_errno==ENOM SG
and ee origin==SO_EE ORIGIN_TIMESTAMPING. A socket with such a pending bounced
packet is ready for reading as far as select() is concerned. If the outgoing packet has to be frag-
mented, then only the first fragment is time stamped and returned to the sending socket.

When time-stamping is enabled, VLAN stripping is disabled. For more info please
refer to Documentation/networking/timestamping.txt in kernel.org

3.1.10.1.3 Querying Time Stamping Capabilities via ethtool

» To display Time Stamping capabilities via ethtool:
» Show Time Stamping capabilities
ethtool -T eth<x>

Example:

ethtool -T ethO

Time stanping parameters for p2pl:

Capabi lities:

har dwar e- t ransmi t ( SOF_TI MESTAVPI NG_TX_ HARDWARE)

sof tware-transmi t ( SOF_TI MESTAMPI NG_TX_SOFT\WARE)
har dwar e- r ecei ve ( SOF_TI MESTAVPI NG_RX_HARDWARE)
sof t war e-recei ve ( SOF_TI MESTAVPI NG_RX_SOFTWARE)
sof t war e- syst em cl ock ( SOF_TI MESTAMPI NG_SOFTWARE)
har dwar e- r aw cl ock ( SOF_TI MESTANPI NG_RAW HARDWARE)
PTP Hardware C ock: 1
Hardware Transmit Timestanp Mdes:
of f ( HWTSTAMP_TX_OFF)
on ( HWISTAMP_TX_ON)

Har dware Receive Filter Mdes:
none ( HWISTAVP_FI LTER_NONE)
all ( HWISTAMP_FI LTER ALL)

For more details on PTP Hardware Clock, please refer to:
https://www.kernel .org/doc/Documentati on/ptp/ptp.txt

3.1.10.1.4 Steering PTP Traffic to Single RX Ring

As aresult of Receive Side Steering (RSS) PTP traffic coming to UDP ports 319 and 320, it may
reach the user space application in an out of order manner. In order to prevent this, PTP traffic
needs to be steered to single RX ring using ethtool.
Example:

# ethtool -u ens7

8 RX rings available
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Total 0 rules

# ethtool -U ens7 flowtype udp4 dst-port 319 action 0 loc 1
# ethtool -Uens7 flowtype udp4 dst-port 320 action 0 loc 0
# ethtool -u ens7

8 RX rings available

Total 2 rules

Filter: 0

Rule Type: UDP over |Pv4

Src IP addr: 0.0.0.0 mask: 255.255. 255. 255
Dest |P addr: 0.0.0.0 mask: 255.255. 255. 255
TOS: 0x0 mask: Oxff

Src port: O mask: Oxffff

Dest port: 320 mask: 0x0

Action: Direct to queue O

Filter: 1

Rul e Type: UDP over |Pv4

Src 1P addr: 0.0.0.0 mask: 255.255. 255. 255
Dest P addr: 0.0.0.0 mask: 255.255. 255. 255
TCS: 0x0 mask: Oxff

Src port: O mask: Oxffff

Dest port: 319 mask: 0x0

Action: Direct to queue 0

3.1.10.2 One Pulse Per Second (1PPS)

@ This feature is supported in ConnectX-4 adapter cards family and above only.

1PPS is a time synchronization feature that allows the adapter to be able to send or receive 1
pulse per second on a dedicated pin on the adapter card using an SMA connector (SubMiniature
version A). Only one pin is supported and could be configured as 1PPS in or 1PPS out.

For further information, refer to HowTo Test 1PPS on Mellanox Adapters Community post.

3.1.11 Flow Steering

Flow steering isanew maodel which steers network flows based on flow specifications to specific
QPs. Those flows can be either unicast or multicast network flows. In order to maintain flexibil-
ity, domains and priorities are used. Flow steering uses a methodology of flow attribute, which is
a combination of L2-L4 flow specifications, a destination QP and a priority. Flow steering rules
may beinserted either by using ethtool or by using InfiniBand verbs. The verbs abstraction uses a
different terminology from the flow attribute (i bv_exp_f 1 ow_at t r ), defined by a combination of
specifications (st ruct i bv_exp_fl ow _spec_*).
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Applicable to ConnectX®-3 and ConnectX®-3 Pro adapter cards only.

In ConnectX®-4 and ConnectX®-4 Lx adapter cards, Flow Steering is automatically
enabled as of MLNX_OFED v3.1-x.0.0.

Flow steering is generally enabled when the | og_num ngm ent ry_si ze module parameter is non
positive (e.g., -1 og_num ngm ent ry_si ze), meaning the absolute value of the parameter, is a bit
field. Every bit indicates a condition or an option regarding the flow steering mechanism:

bit

resanved

b | 4| B | 2| bl | O

Operation

Force device managed Flow
Steering

Description

When set to 1, it forces HCA to be enabled regardless of
whether NC-S| Flow Steering is supported or not.

b2

Enable AO static DMFS
steering (see Section 3.1.11.3,
“A0 Static Device Managed
Flow Steering”, on page 64)

When set to 1, AO static DMFS steering is enabled. This
bit should be set to 0 when "b1- Disable IPolB Flow Steer-
ing" isO.

b3

Enable DMFS only if the
HCA supports more than
64QPs per MCG entry

When set to 1, DMFSisenabled only if the HCA supports
more than 64 QPs attached to the same rule. For example,
attaching 64V Fs to the same multicast address causes
64QPs to be attached to the same MCG. If the HCA sup-
ports less than 64 QPs per MCG, BO is used.

Optimize |PoIB steering
table for non source IPrules
when possible

When set to 1, |PolB steering table will be optimized to
support rulesignoring source IP check.

This optimization is available only when |PolB Flow
Steering is set.

b5

Optimize steering table for
non source | P rules when
possible

When set to 1, steering table will be optimized to support
rules ignoring source | P check.

This optimization is possible only when DMFS mode is
Set.

For example, avalue of (-7) means:
» forcing Flow Steering regardless of NC-SI Flow Steering support

» disabling IPolB Flow Steering support
» enabling AO static DMFS steering

» steering tableis not optimized for rules ignoring source | P check

The default value of | og_num mgm entry_si ze is -10. Meaning Ethernet Flow Steering (i.e
IPolB DMFS is disabled by default) is enabled by default if NC-SI DMFS is supported and the
HCA supports at least 64 QPs per MCG entry. Otherwise, L2 steering (BO) is used.
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When using SR-10V, flow steering is enabled if there is an adequate amount of space to store the
flow steering table for the guest/master.

» Toenable Flow Steering:
Step 1.  Open the/ et ¢/ nodpr obe. d/ m nx. conf file.

Step 2. Set the parameter | og_num ngm ent ry_si ze to anon positive value by writing the option

m x4_core | og_num nmgm entry_si ze=<val ue>.
Step 3.  Restart the driver
» To disable Flow Steering:
Step 1. Openthe/ et ¢/ modpr obe. d/ mi nx. conf file.

Step 2. Removetheoptions m x4_core | og_num ngm entry_si ze= <val ue>.
Step 3. Restart the driver

3.1.11.2 Flow Steering Support

Flow Steering is supported in ConnectX®-3, ConnectX®-3 Pro, ConnectX®-4 and Con-
nectX®-4 Lx adapter cards.

» [For ConnectX®-3 and ConnectX®-3 Pro only] To determine which Flow Steering fea-
tures are supported:

ethtool --show priv-flags eth4

The following output will be received:

m x4 _flow steering_ethernet |2: on Creating Ethernet L2 (MAC) rules is supported
m x4 _flow steering_ipvd: on Creating IPvd rules is supported
m x4 _flow steering_tcp: on Creating TCP/UDP rules is supported

0 For ConnectX-4 and ConnectX-4 Lx adapter cards, all supported features are enabled.

Flow Steering support in InfiniBand is determined according to the EXP_MANAGED_-
FLOW STEERI NGflag.

3.1.11.3 A0 Static Device Managed Flow Steering
e This mode is supported in ConnectX®-3 and ConnectX®-3 Pro only.

This mode enables fast steering, however it might impact flexibility. Using it increases the packet
rate performance by ~30%, with the following limitations for Ethernet link-layer unicast QPs:
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* Limits the number of opened RSS Kernel QPs to 96. MACs should be unique (1 MAC
per 1 QP). The number of VFsis limited.

*  When creating Flow Steering rules for user QPs, only MAC--> QP rules are alowed.
Both MACs and QPs should be unique between rules. Only 62 such rules could be cre-
ated

* When creating rules with Ethtool, MAC--> QP rules could be used, where the QP must
be the indirection (RSS) QP. Creating rules that indirect traffic to other rings is not
alowed. Ethtool MAC rules to drop packets (action -1) are supported.

* RFSisnot supported in this mode
* VLAN isnot supported in this mode

3.1.11.4 Flow Domains and Priorities

ConnectX®-4 and ConnectX®-4 Lx adapter cards support only User Verbs domain with
struct ibv_exp_flow_spec_eth flow specification using 4 priorities.

Flow steering defines the concept of domain and priority. Each domain represents a user agent
that can attach a flow. The domains are prioritized. A higher priority domain will always super-
sede a lower priority domain when their flow specifications overlap. Setting a lower priority
value will result in higher priority.

In addition to the domain, there is priority within each of the domains. Each domain can have at
most 212 priorities in accordance with its needs.

The following are the domains at a descending order of priority:

» Ethtool
Ethtool domain is used to attach an RX ring, specificaly its QP to a specified flow.
Please refer to the most recent ethtool manpage for all the ways to specify aflow.
Examples:
o ethtool —U eth5 flow-type ether dst 00:11:22:33:44:55 loc 5 action 2

All packets that contain the above destination MAC address are to be steered into rx-ring 2 (its
underlying QP), with priority 5 (within the ethtool domain)

o ethtool —U eth5 flow-type tcp4 src-ip 1.2.3.4 dst-port 8888 loc 5 action 2

All packets that contain the above destination | P address and source port are to be steered into rx-
ring 2. When destination MAC is not given, the user's destination MAC isfilled automatically.

» ethtool -U eth5 flow-type ether dst 00:11:22:33:44:55 vlan 45 m 0xf000 loc 5 action 2

All packets that contain the above destination MAC address and specific VLAN are steered into
ring 2. Please pay attention to the VLAN's mask 0xf0Q0. It isrequired in order to add such arule.

» ethtool —u eth5

Shows all of ethtool’s steering rule
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When configuring two rules with the same priority, the second rule will overwrite the first one,
so this ethtool interface is effectively atable. Inserting Flow Steering rulesin the kernel
requires support from both the ethtool in the user space and in kernel (v2.6.28).

MLX4 Driver Support

The mix4 driver supports only a subset of the flow specification the ethtool API defines. Ask-
ing for an unsupported flow specification will result with an “invalid value” failure.

Thefollowing are the flow specific parameters:

ether tcp4/udp4 ip4
Mandatory | dst src-ip/dst-ip
Optional vlan src-ip, dst-ip, src-port, dst-port, vian | src-ip, dst-ip, vlian

» Accelerated Receive Flow Steering (aRFS)

e aRFSis supported in both ConnectX®-3 and ConnectX®-4 adapter cards.

Receive Flow Steering (RFS) and Accelerated Receive Flow Steering (aRFS) are kernel fea-
tures currently available in most distributions. For RFS, packets are forwarded based on the
location of the application consuming the packet. aRFS boosts the speed of RFS by adding the
support for the hardware. By using aRFS (unlike RFS), the packets are directed to a CPU that is
local to the thread running the application.

aRFSisanin-kernel-logic responsible for load balancing between CPUs by attaching flowsto
CPUs that are used by flow’s owner applications. This domain allows the aRFS mechanism to
use the flow steering infrastructure to support the aRFS logic by implementing the ndo_r x_ -
f1 ow_st eer, which, in turn, callsthe underlying flow steering mechanism with the aRFS
domain.

» ToconfigureRFS:
Configure the RFS flow table entries (globally and per core).
Note: The functionality remains disabled until explicitly configured (by default it is0).
» The number of entriesin the global flow tableis set as follows:
I proc/ sys/net/core/rps_sock flow entries

* The number of entriesin the per-queue flow table are set asfollows:
[ sys/ cl ass/ net / <dev>/ queues/rx-<n>/rps_f | ow cnt

Example:

# echo 32768 > /proc/sys/net/corelrps_sock flow entries
# for f in /sys/class/net/ens6/queues/rx-*/rps_flowcnt; do echo 32768 > $f; done

» To Configure aRFS:

The aRFS feature requires explicit configuration in order to enable it. Enabling the aRFS
requires enabling the nt upl e’ flag viathe ethtool.

Rev 4.1 Mellanox Technologies 66



Mellanox

TEOHNOLOOIES

Features Overview and Configuration

For example, to enable ntuple for ethO, run:
ethtool -K ethO ntuple on

aRFS requires the kernel to be compiled with the CONFI G_RFS_ACCEL option. Thisoptionis
available in kernels 2.6.39 and above. Furthermore, aRFS requires Device Managed Flow
Steering support.

0 RFS cannot function if LRO is enabled. LRO can be disabled via ethtool.

e All of therest

The lowest priority domain serves the following users:
e The mix4 Ethernet driver attaches its unicast and multicast MACs addresses to its QP
using L2 flow specifications

 Themlix4ipoib driver when it attachesits QP to his configured GIDS

Fragmented UDP traffic cannot be steered. It is treated as 'other' protocol by hardware
(from the first packet) and not considered as UDP traffic.

We recommend using | i bi bver bs v2.0-3.0.0and | i bml x4 v2.0-3.0.0 and higher as
of MLNX_OFED v2.0-3.0.0 due to API changes.

3.1.11.5 Flow Steering Dump Tool

0 Thistool isonly supported for ConnectX-4 and above adapter cards.

Themix_fs_dump isapython tool that prints the steering rules in areadable manner. Python v2.7
or above, aswell as pip, anytree and termcolor libraries are required to be installed on the host.

Running example:
.lofed scripts/utils/mx_fs dunp -d /dev/mst/nt4115 pciconf0
FT: 9 (level: 0x18, type: N CRX)
+- FG 0x15 (M SO
|-- FTE: 0x0 (FWD) to (TIR O0x7e) out.ethtype:lPv4 out.ip_prot:UDP out.udp_dport:0x140
+- FTE 0x1 (FWD) to (TIR Ox7e) out.ethtype:|Pv4 out.ip_prot:UDP out.udp_dport:0x13f

For further information on the mix_fs_dump tool, please refer to mix_fs_dump Community post.
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3.1.12 Wake-on-LAN (Wol)

Wake-on-LAN (WolL) is atechnology that alows a network professional to remotely power on a
computer or to wake it up from sleep mode.

* ToenableWoL:
# ethtool -s <interface> wol g

e TogetWoL:

ethtool <interface> | grep Wake-on
Wke-on: ¢

Where:
“g” isthe magic packet activity.

3.1.13 Hardware Accelerated 802.1ad VLAN (Q-in-Q Tunneling)

Q-in-Q tunneling alows the user to create a Layer 2 Ethernet connection between two servers.
The user can segregate a different VLAN traffic on alink or bundle different VLANs into a sin-
gle VLAN. Q-in-Q tunneling adds a service VLAN tag before the user’'s 802.1Q VLAN tags.

For Q-in-Q support in virtualized environments (SR-10V), please refer to Section 3.2.4, “Q-in-Q
Encapsulation per VF in Linux (VST) for ConnectX-3 Pro Adapters’, on page 101.

3.1.13.1 Requirements
e ConnectX-3/ConnectX-3 Pro without RX offloads

» Firmware version 2.34.8240 and up
» Kernel version 3.10 and up
* iproute-3.10.0-13.€l7.x86_64 and up

» To enable device support for accelerated 802.1ad VLAN.
1. Turnonthe new ethtool private flag “ phv- bi t » (disabled by default).
$ ethtool --set-priv-flags ethl phv-bit on
Enabling this flag sets the phv_en port capability.

2. Change the interface device features by turning on the ethtool device feature “t x- vl an-
stag- hwi nsert” (disabled by default).

$ ethtool -Kethl tx-vlan-stag-hwinsert on

Once the private flag and the ethtool device feature are set, the device will be ready for 802.1ad
VLAN acceleration.

The" phv- bi t" private flag setting is available for the Physical Function (PF) only.
The Virtual Function (VF) can use the VLAN acceleration by setting the
“t x-vl an- st ag- hw-i nsert” parameter only if the private flag “ phv- bi t " isenabled
by the PF. If the PF enables/disablesthe “ phv- bi t " flag after the VF driver isup, the
configuration will take place only after the VF driver is restarted.
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For examples on how to dump RDMA traffic using the Inbox tcpdump tool for ConnectX-4
adapter cards, click here.

3.1.14 Ethernet Performance Counters

e Supported in ConnectX-3 and ConnectX-3 Pro only.

Counters are used to provide information about how well an operating system, an application, a
service, or adriver is performing. The counter data hel ps determine system bottlenecks and fine-
tune the system and application performance. The operating system, network, and devices pro-
vide counter data that an application can consume to provide users with a graphical view of how
well the system is performing.

The counter index is a QP attribute given in the QP context. Multiple QPs may be associated with
the same counter set, If multiple QPs share the same counter its value represents the cumulative
total.

» ConnectX®-3 support 127 different counters which allocated:
* 4 countersreserved for PF - 2 counters for each port
» 2 countersreserved for VF - 1 counter for each port
» All other countersif exist are allocated by demand

* RoCE counters are available only through sysfs located under:
» #/sydclasg/infiniband/mix4_*/ports/* /counters/
» #/sys/class/infiniband/mix4_*/ports/* /counters_ext/

e Physica Function can also read Virtual Functions' port counters through sysfs located
under:

. #/sysclassnet/eth* Iv*_statistics/

To display the network device Ethernet statistics, you can run:
Ethtool -S <devname>

Table 8 - Ethernet Performance Counters

Counter Description

rx_packets Total packets successfully received.

rx_bytes Total bytesin successfully received packets.

rx_multicast_packets Total multicast packets successfully received.

rx_broadcast_packets Total broadcast packets successfully received.

rX_errors Number of receive packets that contained errors preventing
them from being deliverable to a higher-layer protocol.
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Table 8 - Ethernet Performance Counters

Counter Description

rx_dropped

Number of receive packets which were chosen to be dis-
carded even though no errors had been detected to prevent
their being deliverable to a higher-layer protocol.

rx_length_errors

Number of received frames that were dropped due to an error
in frame length

X_OVer_errors

Number of received frames that were dropped due to hard-
ware port receive buffer overflow

IX_Crc_errors

Number of received frameswith abad CRC that are not runts,
jabbers, or alignment errors

rx_jabbers

Number of received frames with alength greater than MTU
octets and abad CRC

rx_in_range length_error

Number of received frames with alength/type field valuein
the (decimal) range [1500:46] (42 is aso counted for VLAN-
tagged frames)

rx_out_range length_error

Number of received frames with alength/type field valuein
the (decimal) range [1535:1501]

tx_packets

Total packets successfully transmitted.

tx_bytes

Total bytesin successfully transmitted packets.

tx_multicast_packets

Total multicast packets successfully transmitted.

tx_broadcast_packets

Total broadcast packets successfully transmitted.

tx_errors

Number of frames that failed to transmit

tx_dropped

Number of transmitted frames that were dropped

rx_prio_<i>_packets

Total packets successfully received with priority i.

rx_prio_<i>_ bytes

Total bytesin successfully received packets with priority i.

rx_novlan_packets

Total packets successfully received with no VLAN priority.

rx_novlan_bytes

Total bytesin successfully received packets with no VLAN
priority.

tx_prio_<i>_packets

Total packets successfully transmitted with priority i.

tx_prio_<i>_bytes

Total bytesin successfully transmitted packets with priority i.

tx_novlan_packets

Total packets successfully transmitted with no VLAN prior-
ity.

tx_novlan_bytes

Total bytesin successfully transmitted packetswithno VLAN
priority.

rx_pause'

The total number of PAUSE frames received from the far-end
port.
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Table 8 - Ethernet Performance Counters

Counter Description

rx_pause_duration’ The total time in microseconds that far-end port was
B requested to pause transmission of packets.

rx_pause_transition® The number of receiver transitions from XON state (paused)
to XOFF state (non-paused)
tx_pause! The total number of PAUSE frames sent to the far-end port
tx_pause duration® The total time in microseconds that transmission of packets
has been paused
tx_pause transitiont The number of transmitter transitions from XON state
(paused) to XOFF state (non-paused)
vport_rx_unicast_packets Unicast packets received successfully
vport_rx_unicast_bytes Unicast packet bytes received successfully
vport_rx_multicast_packets Multicast packets received successfully
vport_rx_multicast_bytes Multicast packet bytes received successfully
vport_rx_broadcast_packets Broadcast packets received successfully
vport_rx_broadcast_bytes Broadcast packet bytes received successfully
vport_rx_dropped Received packets discarded due to luck of software receive

buffers (WQES). Important indication to weather RX comple-
tion routines are keeping up with hardware ingress packet rate

vport_rx_filtered Received packets dropped due to packet check that failed. For
example: Incorrect VLAN, incorrect Ethertype, unavailable
gueue/QP or loopback prevention

vport_tx_unicast_packets Unicast packets sent successfully

vport_tx_unicast_bytes Unicast packet bytes sent successfully

vport_tx_multicast_packets Multicast packets sent successfully

vport_tx_multicast_bytes Multicast packet bytes sent successfully

vport_tx_broadcast_packets Broadcast packets sent successfully

vport_tx_broadcast_bytes Broadcast packet bytes sent successfully

vport_tx_dropped Packets dropped due to transmit errors

rx_lro_aggregated Number of packets processed by the LRO mechanism

rx_Iro_flushed Number of offloaded packets the LRO mechanism passed to
kernel

rx_lro_no_desc L RO mechanism has no room to receive packets from the
adapter. In normal condition, it should not increase

rx_alloc failed Number of times failed preparing receive descriptor

rx_csum_good Number of packets received with good checksum
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Table 8 - Ethernet Performance Counters

Counter Description

rx_csum_none Number of packets received with no checksum indication

tx_chksum_offload Number of packets transmitted with checksum offload

tx_queue_stopped Number of times transmit queue suspended

tx_wake_queue Number of times transmit queue resumed

tx_timeout Number of times transmitter timeout

Xmit_more Number of times doorbell was not triggered due to skb xmit
more.

tx_tso_packets Number of packet that were aggregated

rx<i>_packets Total packets successfully received onring i

rx<i>_bytes Total bytesin successfully received packets onring i.

tx<i>_packets Total packets successfully transmitted onring i.

tx<i>_bytes Total bytesin successfully transmitted packetson ringi.

1. Pause statistics can be divided into “prio_<i>", depending on PFC configuration set.

IB Router Architecture and Functionality Community post.HowTo Configure IB Routers Com-
munity post.

3.1.15 NVM Express over Fabrics (NVMEOF)

3.1.15.1 NVMEoF

NVMEoOF enables NVMe message-based commands to transfer data between a host computer
and atarget solid-state storage device or system over a network such as Ethernet, Fibre Channel,
and InfiniBand. Tunneling NV Me commands through an RDMA fabric provides a high through-
put and alow latency.

For information on how to configure NVMEOF, please refer to the HowTo Configure NVMe
over Fabrics Community post.

3.1.15.2 NVMEoF Target Offload

e This feature is only supported for ConnectX-5 family adapter cards and above.

NVMEoF Target Offload is an implementation of the new NVMEOF standard Target (server)
side in hardware. Starting from ConnectX-5 family cards, al regular 10 requests can be pro-
cessed by the HCA, with the HCA sending 10 requests directly to areal NVMe PCI device, using
peer-to-peer PCl communications. This means that excluding connection management and error
flows, no CPU utilization will be observed during NV MEOF traffic.
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» For instructions on how to configure NV MEOF target offload, refer to HowTo Configure
NV M EoF Target Offload Community post.

» For instructions on how to verify that NV MEoF target offload is working properly, refer
to Simple NV Me-oF Target Offload Benchmark Community post.

3.2  Virtualization

3.2.1 Single Root 10 Virtualization (SR-10V)

Single Root 10 Virtualization (SR-10V) is a technology that allows a physical PCle device to
present itself multiple times through the PCle bus. This technology enables multiple virtual
instances of the device with separate resources. Mellanox adapters are capable of exposing in
ConnectX®-3 adapter cards up to 126 virtual instances called Virtual Functions (VFs) and Con-
nectX-4/Connect-1B adapter cards up to 62 virtual instances. These virtual functions can then be
provisioned separately. Each VF can be seen as an additional device connected to the Physical
Function. It shares the same resources with the Physical Function, and its number of ports equals
those of the Physical Function.

SR-I0OV is commonly used in conjunction with an SR-IOV enabled hypervisor to provide virtual
machines direct hardware access to network resources hence increasing its performance.

In this chapter we will demonstrate setup and configuration of SR-IOV in a Red Hat Linux envi-
ronment using Mellanox ConnectX® VPI adapter cards family.

3.2.1.1 System Requirements
To set up an SR-10V environment, the following is required:
e MLNX_OFED Driver
» A server/blade with an SR-1OV-capable motherboard BIOS
» Hypervisor that supports SR-10V such as. Red Hat Enterprise Linux Server Version 6.*
»  Meélanox ConnectX® VPl Adapter Card family with SR-IOV capability

3.2.1.2 Setting Up SR-IOV

Depending on your system, perform the steps below to set up your BIOS. The figures used in this
section are for illustration purposes only. For further information, please refer to the appropriate
BIOS User Manual:
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Step 1. Enable"SR-IOV" in the system BIOS.

BIES SETUP UTLLITY

SE-10U Supported [Enabled]

Step 2. Enable “Intel Virtualization Technology”.

BIGS SETUP UTILITY

Intel (R} Virtwalization Tech IEnahladl

Step 3. Install ahypervisor that supports SR-10OV.

Step 4. Depending on your system, update the /boot/grub/grub.conf file to include a similar com-
mand line load parameter for the Linux kernel.
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For example, to Intel systems, add:

defaul t=0

timeout =5

spl ashi mage=(hdo, 0) / gr ub/ spl ash. xpm gz

hi ddennmenu

title Red Hat Enterprise Linux Server (2.6.32-36.x86-645)
root (hdo,0)
kernel /vnlinuz-2.6.32-36.x86-64 ro root=/dev/ Vol G oup00/LogVol 00 rhgb qui et
intel iomu=on!
initrd /initrd-2.6.32-36.x86-64. i my

1. Please make surethe parameter "i nt el _i onmu=on" exists when updating the/ boot / gr ub/
gr ub. conf file, otherwise SR-IOV cannot be |oaded.

Some OSsuse/ boot / gr ub2/ gr ub. cf g file. If your server uses such file, please edit thisfile
instead. (add “ i nt el _i ommu=on" for the relevant menu entry at the end of the line that starts

with" | i nux16").

3.2.1.2.1 Configuring SR-IOV for ConnectX-3/ConnectX-3 Pro

Step 1. Install the MLNX_OFED driver for Linux that supports SR-1OV.
SR-10V can be enabled and managed by using one of the following methods:
* Run the mixconfig tool and set the SRI OV_EN parameter to “ 1” without re-burning the firmware
To find the mst devicerun: “nst start” and“nst stat us”
m xconfig -d <nst_device> s SRIOV_EN=1

For further information, please refer to section “ mixconfig - Changing Device Configuration Tool
inthe MFT User Manual (www.mellanox.com > Products > Software > Firmware Tools).

Step 2. Verify the HCA is configured to support SR-IOV.
# nstflint -dev <PCl Device> dc

1. Verify in the [HCA] section the following fields appearl,zz
[ HCA
num pfs =1
total vfs = <0-126>
sriov_en = true

Recommended Value

num_pfs 1
Note: Thisfield is optional and might not always appear.

1. If SR-10V issupported, to enable SR-1QV (if it isnot enabled), it is sufficient to set “sriov_en = true” in the INI.
2. If the HCA does not support SR-10V, please contact Mellanox Support: support@mellanox.com
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Par ameter Recommended Value

total_vfs ¢ When using firmware version 2.31.5000 and above, the recom-
mended valueis 126.

*  When using firmware version 2.30.8000 and below, the recom-
mended value is 63

Note: Before setting number of VFsin SR-10V, please make sure
your system can support that amount of VFs. Setting number of VFs
larger than what your Hardware and Software can support may cause
your system to cease working.

sriov_en true

2. Add the above fields to the INI if they are missing.
3. Set thet ot al _vfs parameter to the desired number if you need to change the num-
ber of total VFs.
4. Reburn the firmware using the mixburn tool if the fields above were added to the
INI, or thet ot al _vfs parameter was modified.
If the mixburn is not installed, please downloaded it from the Mellanox website
http://www.mellanox.com > products > Firmware tools
m xburn -fw ./fw Connect X3-rel.mx -dev /dev/nst/nmt 4099 pci _cr0 -conf ./MCX341A-
XCG_Ax. ini

Create the text file /etc/modprobe.d/mix4_core.conf if it does not exist.

Insert an "options' line in the /etc/modprobe.d/mix4_core.conf file to set the number of
VFs. The protocol type per port, and the allowed number of virtual functions to be used by
the physical function driver (probe vf).

For example:
options mx4 core numvfs=5 port type array=1,2 probe vf=1

Parameter Recommended Value

num_vfs o |f absent, or zero: no VFswill be available

« |f itsvalueisasingle number in the range of 0-63: The driver
will enable the num vf s VFson the HCA and thiswill be
applied to al ConnectX® HCAs on the host.

» Ifitsatriplet x,y,z (appliesonly if all ports are configured as
Ethernet) the driver creates:
e xsingle port VFson physical port 1
« ysingleport VFson physical port 2 (applies only if such a port exist)
e zn-port VFs (where n is the number of physical ports on device).

This appliesto al ConnectX® HCAs on the host
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Par ameter Recommended Value

num_vfs » Ifitsformat isastring: The string specifies the num vf s param-

eter separately per installed HCA.

The string format is: "bb:dd.f-v,bb:dd.f-v,..."

e bh:dd.f = bus.device.function of the PF of the HCA

e v =number of VFsto enable for that HCA which is either asingle
value or atriplet, as described above.

For example:

* num vfs=5 - Thedriver will enable 5 VFs onthe HCA and this
will be applied to all ConnectX® HCASs on the host

* num vfs=00: 04. 0- 5, 00: 07. 0- 8 - Thedriver will enable 5
VFsonthe HCA positioned in BDF 00:04.0 and 8 on theonein
00:07.0)

e numvfs=1, 2, 3 - Thedriver will enable 1 VF on physical port
1, 2VFson physical port 2 and 3 dual port VFs (appliesonly to
dual port HCA when al ports are Ethernet ports).

* num vfs=00: 04. 0-5; 6; 7, 00: 07. 0- 8; 9; 10 - The driver will
enable:

e HCA positioned in BDF 00:04.0
 5sngleVFsonport 1
e 6singleVFson port 2
e 7dud port VFs
* HCA positioned in BDF 00:07.0
e 8singleVFsonport 1
e 9singleVFson port 2
¢ 10dual port VFs
Applieswhen all ports are configure as Ethernet in dual port HCAs

Notes:

» PFsnot included in the above list will not have SR-10V
enabled.

e Tripletsand single port VFs are only valid when all ports are
configured as Ethernet. When an InfiniBand port exists, only
num vf s=a Syntax isvalid where“ a” isasingle value that rep-
resents the number of VFs.

e The second parameter in atriplet isvalid only when there are
more than 1 physical port.

Inatriplet, x+z<=63 and y+z<=63, the maximum number of VFs on
each physical port must be 63.

port_type array | Specifiesthe protocol type of the ports. It is either one array of 2 port
types' t1,t2' for al devicesor list of BDFtoport _type_array
"bb:dd. f-t1;t2,...".(string)

Valid port types: 1-ib, 2-eth, 3-auto, 4-N/A

If only asingle port is available, use the N/A port type for port2 (e.g
'1,4).

Note that this parameter is valid only when num vf s isnot zero (i.e.,
SRIQV isenabled). Otherwise, it isignored.
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Par ameter Recommended Value

probe_vf e |f absent or zero: no VF interfaces will be loaded in the Hyper-
visor/host

* If num_vfsisanumber in the range of 1-63, the driver running
on the Hypervisor will itself activate that number of VFs. All
these VFswill run on the Hypervisor. This number will apply to
al ConnectX® HCAs on that host.

» Ifitsatriplet x,y,z (applies only if all ports are configured as
Ethernet), the driver probes:

e xsingleport VFson physical port 1

« ysingleport VFson physical port 2 (applies only if such a port exist)

e zn-port VFs (where n is the number of physical ports on device).
Those VFs are attached to the hypervisor.

o |fitsformat isastring: the string specifiesthe pr obe_vf param-

eter separately per installed HCA.

The string format is: "bb:dd.f-v,bb:dd.f-v,...

* bb:dd.f = bus:device.function of the PF of the HCA

e v =number of VFsto usein the PF driver for that HCA which is
either asingle value or atriplet, as described above

For example:

e probe_vfs=5 - The PF driver will activate 5 VFs on the HCA
and thiswill be applied to all ConnectX® HCASs on the host

* probe_vfs=00: 04. 0- 5, 00: 07. 0- 8 - The PF driver will acti-
vate 5 VFson the HCA positioned in BDF 00:04.0 and 8 for the
onein 00:07.0)

e probe_vf=1, 2, 3-ThePFdriver will activate 1 VF on physica
port 1, 2 VFson physical port 2 and 3 dual port VFs (applies
only to dual port HCA when all ports are Ethernet ports).

This appliesto al ConnectX® HCAs in the host.
* probe_vf=00:04.0-5;6;7,00:07.0-8;9; 10 - The PF driver
will activate:
e HCA positioned in BDF 00:04.0
* 5sngleVFsonport 1
e 6sngleVFson port 2
e 7dud port VFs
e HCA positioned in BDF 00:07.0
e 8singleVFsonport 1
e 9singleVFson port 2
e 10dual port VFs
Applieswhen all ports are configure as Ethernet in dual port HCAs.
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Par ameter Recommended Value

probe_vf Notes:

» PFsnot included in the above list will not activate any of their
VFsin the PF driver

e Tripletsand single port VFs are only valid when all ports are
configured as Ethernet. When an InfiniBand port exist, only
probe_vf =a syntax isvalid where* a” isasingle valuethat rep-
resents the number of VFs

» The second parameter in atriplet isvalid only when there are
more than 1 physical port

Every value (either avaluein atriplet or asingle value) should be less

than or equal to the respective value of num vf s parameter

The example above loads the driver with 5 VFs (num_vfs). The standard use of aVFisasingle
VF per asingle VM. However, the number of VFs varies upon the working mode requirements.

The protocol types are:

e Portl=1B

» Port 2 = Ethernet
* port_type array=2,2  (Ethernet, Ethernet)
e port_type array=1,1 (1B, IB)
o port_type array=1,2  (VPI: IB, Ethernet)

* NO port_type array module parameter: ports are IB
e For single port HCAs the possible values are (1,1) or (2,2).

Step 5.  Reboot the server.

e If the SR-10V is not supported by the server, the machine might not come out of boot/
load.

Step 6.  Load the driver and verify the SR-IOV is supported. Run:

I'spci | grep Mellanox
03:00.0 InfiniBand: Mellanox Technol ogi es Mr26428 [ Connect X VPI PCle 2.0 5GI/s - 1B QDR /

10G gE] (rev b0)

03:00. 1 InfiniBand: Mellanox Technol ogi es MI27500 Fanily [ConnectX-3 Virtual Function] (rev b0)
03:00. 2 InfiniBand: Mel|anox Technol ogi es MI27500 Family [Connect X-3 Virtual Function] (rev b0)
03:00. 3 InfiniBand: Mellanox Technol ogi es MI27500 Family [Connect X-3 Virtual Function] (rev b0)
03:00. 4 InfiniBand: Mel|anox Technol ogi es MI27500 Family [Connect X-3 Virtual Function] (rev b0)
03:00.5 InfiniBand: Mellanox Technol ogi es MI27500 Fanily [ConnectX-3 Virtual Function] (rev b0)

Where:
e “03:00" represents the Physical Function
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e “03:00.X” represents the Virtual Function connected to the Physical Function

3.2.1.2.2 Configuring SR-IOV for ConnectX-4 (Ethernet)

To set SR-IOV in Ethernet mode, refer to HowTo Configure SR-IOV for ConnectX-4 with KVM
(Ethernet) Community Post.

3.2.1.3 Additional SR-I0OV Configurations

3.2.1.3.1 Assigning a Virtual Function to a Virtual Machine

This section describes a mechanism for adding a SR-10V VF to aVirtual Machine.

3.2.1.3.1.1Assigning the SR-IOV Virtual Function to the Red Hat KVM VM Server

Step 1. Run the virt-manager.
Step 2. Double click on the virtual machine and open its Properties.
Step 3. Go to Details->Add hardware ->PCI host device.
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Step 4. Choose a Mellanox virtual function according to its PCI device (e.g., 00:03.1)
Step 5. If the Virtual Machine is up reboot it, otherwise start it.
Step 6. Log into the virtual machine and verify that it recognizes the Mellanox card. Run:
I'spci | grep Mellanox
Example:
I'spci | grep Mellanox

00: 03.0 InfiniBand: Mellanox Technol ogi es MI27500 Fanily [ConnectX-3 Virtual Function]
(rev b0)
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Step 7. [ConnectX-3/ConnectX-3 Pro] Add the device to the/ et ¢/ sysconf i g/ net wor k-
scripts/ifcfg-ethxconfiguration file. The MAC address for every virtua functionis
configured randomly, therefore it is not necessary to add it.

3.2.1.3.2 Ethernet Virtual Function Configuration when Running SR-10V

SR-IOV Virtual function configuration can be done through Hypervisor iprout2/netlink tool if
present or viasysfsif not present.

iplink set { dev DEVICE | group DEVGROUP } [ { up | down } ]

[vf NUM [ mac LLADDR ]
[ vlan VLANID [ qos VLANQOS | ]

[ spoofchk { on | off} | |

sysfs configuration (ConnectX-4):
I sys/ cl ass/ net / enp8s0f 0/ devi ce/ sri ov/ [ VF]

- [VF]

- config

- link state
- IMAC

- spoof check
- stats

- vlan

e
|
|
|
|
|
|

+ + + + + +

3.2.1.3.2.1 VLAN Guest Tagging (VGT) and VLAN Switch Tagging (VST)

When running ETH ports on VGT, the ports may be configured to simply pass through packets as
isfrom VFs (Vlan Guest Tagging), or the administrator may configure the Hypervisor to silently
force packets to be associated with aVLan/Qos (VIan Switch Tagging).

In the latter case, untagged or priority-tagged outgoing packets from the guest will have the
VLAN tag inserted, and incoming packets will have the VLAN tag removed. Any vilan-tagged
packets sent by the VF are silently dropped. The default behavior isVGT.

To configure VF VST mode, run:
iplink set dev <PF device> vf <NUM> vlan <vlan_id> [qos <qos>]

* whereNUM = 0. . max- vf-num
e vlan_id=0..4095 (4095 means"set VGT")
* (0S=0..7

For example:

e iplink set dev eth2 vf 2 qos 3-setsVST modefor VF #2 belonging to PF eth2,
with qos=3

* ip link set dev eth2 vf 2 4095 - setsmodefor VF 2 back to VGT
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3.2.1.3.2.2 Additional Ethernet VF Configuration Options

»  Guest MAC configuration

By default, guest MAC addresses are configured to be all zeroes. If the administrator wishes
the guest to always start up with the same MAC, he/she should configure guest MACs before
the guest driver comes up.

The guest MAC may be configured by using:
iplink set dev <PF device> vi <NUM> mac <LLADDR>
For legacy and ConnectX-4 guests, which do not generate random MACs, the administrator
should always configure their MAC addresses vialP link, as above.
» Spoof checking

Spoof checking is currently available only on upstream kernels newer than 3.1.
iplink set dev <PF device> vf <NUM> spoofchk [on | of f]

* Guest Link State
iplink set dev <PF device> vf <UW> state [enable| disable| auto]

3.2.1.3.2.3 Virtual Function Statistics

Virtual function statistics can be queried via sysfs:

cat /sys/class/net/enp8s0f 0/ devi cel/ sriov/1/stats
tx_packets ;0

tx_bytes
rx_packets
rx_bytes
rx_broadcast
rx_mul ticast

O O O O o

3.2.1.3.2.4Mapping VFs to Ports

» To view the VFs mapping to ports:
Usetheip link tool v2.6.34~3 and above.
iplink
Output:
61: plpl: <BROADCAST, MULTI CAST> ntu 1500 gdi sc noop state DOMN node DEFAULT group
default glen 1000
[ink/ether 00:02:c9:f1:72:e0 brd ff:ff:ff.ff.ff:ff
vf 0 MAC 00: 00: 00: 00: 00: 00, vlan 4095, spoof checking off, |ink-state auto
vf 37 MAC 00:; 00: 00: 00: 00: 00, vlan 4095, spoof checking off, I|ink-state auto

vi 38 MAC ff:ff:ff:ff:ff:ff, vlan 65535, spoof checking off, link-state disable
vi 39 MAC ff;ff:ff:ff:ff:ff, vlan 65535, spoof checking off, link-state disable

When a MAC is ff:ff:ff:ff:ff:ff, the VF is not assigned to the port of the net deviceit islisted
under. In the example above, vf 38 is not assigned to the same port as p1pl, in contrast to vfO.
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However, even VFsthat are not assigned to the net device, could be used to set and change its

settings. For example, the following is a valid command to change the spoof check:
iplink set dev plpl vf 38 spoofchk on

This command will affect only the vf 38. The changes can be seen inip link on the net device
that this deviceis assigned to.

3.2.1.3.2.5Mapping VFs to Ports using the minx_get_vfs.pl tool
» To map the PCI representation in BDF to the respective ports:
m nx_get vfs. pl

The output is as following:
BDF 0000: 04: 00. 0

Port 1. 2
0] 0000: 04: 00. 1
vl 0000: 04: 00. 2
Port 2. 2
vf2 0000: 04: 00. 3
vf3 0000: 04: 00. 4
Bot h; 1
vfd 0000: 04: 00. 5

3.2.1.3.3 Configuring Pkeys and GUIDs under SR-IOV in ConnectX-3/ConnectX-3 Pro

3.2.1.3.3.1Port Type Management

Port Type management is static when enabling SR-IOV (the connect x_port _confi g script will
not work). The port type is set on the Host via a module parameter, port _type_array, inm x-
4_core. This parameter may be used to set the port type uniformly for all installed ConnectX®
HCAs, or it may specify an individual configuration for each HCA.

This parameter should be specified as an options line in the file /et c/ modprobe. d/ m x -
4 core.conf.

For example, to configure all HCAs to have Portl as IB and Port2 as ETH, insert the following
line:

options mx4_core port_type_array=1,2
To set HCAs individually, you may use a string of Domai n: bus: devi ce. functi on=x;y

For example, if you have a pair of HCAs, whose PFs are 0000:04:00.0 and 0000:05:00.0, you
may specify that the first will have both ports as 1B, and the second will have both ports as ETH
asfollows:

options mx4 core port_type_array='0000: 04: 00. 0- 1; 1, 0000: 05: 00. 0- 2; 2
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e Only the PFs are set via this mechanism. The VFs inherit their port types from their asso-
ciated PF.

3.2.1.3.3.2Virtual Function InfiniBand Ports

Each VF presents itself as an independent vVHCA to the host, while a single HCA is observable
by the network which is unaware of the vHCAs. No changes are required by the InfiniBand sub-
system, UL Ps, and applications to support SR-IOV, and vVHCAS are interoperable with any exist-
ing (non-virtualized) 1B deployments.

Sharing the same physical port(s) among multiple vHCAs s achieved as follows:
» Each vHCA port presentsits own virtual GID table

For further details, please refer to Section 3.2.1.3.3.5, on page 86.
» Each vHCA port presentsits own virtual PKey table

The virtual PKey table (presented to aVF) isamapping of selected indexes of the physical
PKey table. The host admin can control which PKey indexes are mapped to which virtual
indexes using asysfsinterface. The physical PKey table may contain both full and partial mem-
berships of the same PKey to allow different membership typesin different virtual tables.

» Each vHCA port hasits own virtual port state
A vHCA port isup if the following conditions apply:
» Thephysical portisup
* Thevirtual GID table contains the Gl Ds requested by the host admin

» The SM has acknowledged the requested GIDs since the last time that the physical port
went up

» Other port attributes are shared, such as: GID prefix, LID, SM LID, LMC mask

To alow the host admin to control the virtual GID and PKey tables of vVHCAS, a new sysfs 'iov
sub-tree has been added under the PF InfiniBand device.

If the vHCA comes up without a GUID, make sure you are running the latest version of
SM/OpenSM. The SM on QDR switches do not support SR-IOV.

3.2.1.3.3.3SR-10V sysfs Administration Interfaces on the Hypervisor

Administration of GUIDs and PKeys is done via the sysfs interface in the Hypervisor (DomO).
Thisinterfaceis under:

I sys/ cl ass/ i nfini band/ <infiniband device>/iov

Under this directory, the following subdirectories can be found:
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* ports - Theactual (physical) port resource tables

Port GID tables:

* ports/<n>/gids/<n> where 0 <= n <= 127 (the physical port gids)

* ports/<n>/adm n_gui ds/<n> where 0 <= n <= 127 (allowsexamining or changing the
administrative state of a given GUID>

* ports/<n>/pkeys/<n> where 0 <= n <= 126 (displaysthe contents of the physical pkey
table)

e <pci id> directories -onefor DomO and one per guest. Here, you may see the map-
ping between virtual and physical pkey indices, and the virtual to physical gid 0.
Currently, the GID mapping cannot be modified, but the pkey virtual to physical mapping can .
These directories have the structure:
* <pci_id>/port/<mp/gid_idx/0 where m= 1..2 (thisisread-only)
and
e <pci _id>/ port/<ne/ pkey_idx/<n>, wherem= 1..2andn = 0..126

For instructions on configuring pkey_idx, please see below.

3.2.1.3.3.4Configuring an Alias GUID (under ports/<n>/admin_guids)
Step 1. Determine the GUID index of the PCI Virtual Function that you want to pass through to a
guest.

For example, if you want to pass through PCI function 02:00.3 to a certain guest, you ini-
tially need to see which GUID index is used for this function.

To do so:
cat /sys/class/infiniband/m x4 _0/iov/0000:02: 00. 3/ port/<port _nunp/gid_idx/0
The value returned will present which guid index to modify on DomoO.
Step 2. Modify the physical GUID table viathe admi n_gui ds sysfsinterface.
To configure the GUID at index <n> on port <port _nune:

echo NEWRUI D > /sys/cl ass/infini band/ m x4_0/i ov/ ports/<port _nunp/ adni n_gui ds/ <gui d_i n-
dex>

Example:
echo "0x002fffff8118" > /sys/class/infiniband/ m x4_0/iov/ports/1/adnin_guids/3
Note:

/'sys/ cl ass/infiniband/ m x4_0/i ov/ ports/<port_nune/ adni n_gui ds/ 0 isread only
and cannot be changed.

Step 3.  Read the administrative status of the GUID index.

To read the administrative status of GUID index <gui d_i ndex> on port number <port _-
nune::

cat /sys/class/infiniband/m x4 0/iov/ports/<port_nunp/adm n_gui ds/<gui d_i ndex>
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Step 4. Check the operational state of a GUID.
[ sys/class/infiniband/ m x4_0/iov/ports/<port_nump/gids (where port_num= 1 or 2)
The values indicate what gids are actually configured on the firmware/hardware, and all
the entries are R/O.

Step 5. Compare the value you read under the" admi n_gui ds" directory at that index with the value
under the " gi ds" directory, to verify the change requested in Step 3 has been accepted by
the SM, and programmed into the hardware port GID table.

If the value under admi n_gui ds/ <me is different that the value under gi ds/ <ne, the
request is still in progress.

3.2.1.3.3.5Alias GUID Support in InfiniBand

Admin VF GUIDs

Asof MLNX_OFED v3.0, the query_gi d verb (e.g. i b_query_gi d()) returns the admin desired
value instead of the value that was approved by the SM to prevent a case where the SM is
unreachable or aresponse is delayed, or if the VF is probed into aVM before their GUID isreg-
istered with the SM. If one of the above scenarios occurs, the VI sees an incorrect GID (i.e., not
the GID that was intended by the admin).

Despite the new behavior, if the SM does not approve the GID, the VF seesitslink as down.

On Demand GUIDs

GIDs are reguested from the SM on demand, when needed by the VF (e.g. become active), and
are released when the GIDs are no longer in use.

Since aGID isassigned to aVF on the destination HCA, while the VF on the source HCA is shut
down (but not administratively released), using GIDs on demand eases the GID migrations.

For compatibility reasons, an explicit admin request to set/change a GUID entry is done immedi-
ately, regardless of whether the VF is active or not to allow administrators to change the GUID
without the need to unbind/bind the VF.

Alias GUIDs Default Mode

Due to the change in the Alias GUID support in InfiniBand behavior, its default mode is now set
as HOST assigned instead of SM assigned. To enable out-of-the-box experience, the PF gener-
ates random GUIDs asthe initial admin values instead of asking the SM.

Initial GUIDs' Values
Initial GUIDs values depend on the i x4_i b module parameter * sm gui d_assi gn' asfollows:

M ode Type Description

admin assigned | Each admin_guid entry has the random generated GUID value.

sm assigned Each admin_guid entry for non-active VFs has avalue of 0. Meaning,
asking a GUID from the SM upon VF activation. When aVF is active,
the returned value from the SM becomes the admin value to be asked
later again.
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When a VF becomes active, and its admin value is approved, the operational GID entry is
changed accordingly. In both modes, the administrator can set/del ete the value by using the sysfs
Administration Interfaces on the Hypervisor as described above.

Single GUID per VF

Each VF hasasingle GUID entry in the table based on the VF number. (e.g. VF 1 expects to use
GID entry 1). To determine the GUID index of the PCI Virtual Function to pass to a guest, use
the sysfs mechanism <gid_idx> directory as described above.

Persistency Support

Once admin request is rejected by the SM, aretry mechanism is set. Retry timeis set to 1 second,
and for each retry it is multiplied by 2 until reaching the maximum value of 60 seconds. Addi-
tionally, when looking for the next record to be updated, the record having the lowest time to be
executed is chosen.

Any value reset via the adni n_gui d interface is immediately executed and it resets the entry’s
timer.

Partitioning IPoIB Communication using PKeys

PKeys are used to partition 1PolB communication between the Virtual Machines and the DomO
by mapping a non-default full-membership PKey to virtual index 0, and mapping the default
PKey to avirtual pkey index other than zero.

The below describes how to set up two hosts, each with 2 Virtual Machines. Host-1/vm-1 will be
able to communicate via |Pol B only with Host2/vm1,and Hostl/vm2 only with Host2/vm?2.

In addition, Host1/DomO will be able to communicate only with Host2/DomO over ib0. vm1 and
vm2 will not be able to communicate with each other, nor with Dom0O.

This is done by configuring the virtual-to-physical PKey mappings for all the VMs, such that at
virtual PKey index 0, both vm-1s will have the same pkey and both vm-2s will have the same
PKey (different from the vm-1's), and the DomQ's will have the default pkey (different from the
vm's pkeys at index 0).

OpenSM must be used to configure the physical Pkey tables on both hosts.

» The physical Pkey table on both hosts (Dom0) will be configured by OpenSM to be:

index 0 = Oxffff
index 1 = 0xh000
i ndex 2 = 0xh030

* Thevml'svirt-to-physical PKey mapping will be:

pkey_idx 0 =1
pkey_idx 1 =0
»  Thevm2'svirt-to-phys pkey mapping will be:
pkey idx 0 = 2
pkey idx 1 =0

so that the default pkey will reside on the vms at index 1 instead of at index O.

The IPoIB QPs are created to use the PKey at index 0. As a result, the Dom0, vm1 and vm2
IPolB QPswill al use different PKeys.
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» To partition | Pol B communication using PKeys:
Step 1. Create afile"/ et c/ opensnipartitions. conf” on the host on which OpenSM runs, con-
taining lines.

Defaul t=0x7fff,ipoib : ALL=ful |l ;
Pkey1=0x3000, i poi b : ALL=full;
Pkey3=0x3030, i poi b : ALL=ful I ;

Thiswill cause OpenSM to configure the physical Port Pkey tableson all physical portson
the network as follows:

pkey idx | pkey value
......... |

0 | OXFFFF
1| 0xBOOO
2 | 0xB030

(the most significant bit indicates if a PKey isafull PKey).

e The", i poi b" causes OpenSM to pre-create | Pol B the broadcast group for the indicated
PKeys.

Step 2. Configure (on Dom0) the virtual-to-physical PKey mappings for the VMs.
Stepa.  Check the PCI ID for the Physical Function and the Virtual Functions.
I'spci | grep Mel

Stepb.  Assuming that on Host1, the physical function displayed by Ispci is"0000:02:00.0", and that
on Host2 it is"0000:03:00.0"
On Host1 do the following.

cd /sys/class/infiniband/nm x4 _0/iov
0000: 02: 00. 0 0000: 02: 00. 1 0000: 02: 002 ...1

1. 0000:02:00.0 contains the virtual-to-physical mapping tables for the physical func-
tion.
0000:02:00.X contain the virt-to-phys mapping tables for the virtual functions.

Do not touch the DomO mapping table (under <nnnn>:<nn>:00.0). Modify only
tables under 0000:02:00.1 and/or 0000:02:00.2. We assume that vm1 uses VF
0000:02:00.1 and vm2 uses VF 0000:02:00.2
Stepc.  Configure the virtual-to-physical PKey mapping for the VMs.
echo 0 > 0000: 02: 00. 1/ port s/ 1/ pkey_i dx/ 1
echo 1 > 0000: 02: 00. 1/ port s/ 1/ pkey_i dx/ 0

echo 0 > 0000: 02: 00. 2/ port s/ 1/ pkey_i dx/ 1
echo 2 > 0000: 02: 00. 2/ port s/ 1/ pkey_i dx/ 0

vml pkey index O will be mapped to physical pkey-index 1, and vm2 pkey index
0 will be mapped to physical pkey index 2. Both vm1 and vm2 will have their
pkey index 1 mapped to the default pkey.
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Stepd.  On Host2 do the following.
cd /sys/class/infiniband/nm x4 _0/iov
echo 0 > 0000: 03: 00. 1/ port s/ 1/ pkey_i dx/ 1
echo 1 > 0000: 03: 00. 1/ port s/ 1/ pkey_i dx/ 0
echo 0 > 0000: 03: 00. 2/ port s/ 1/ pkey_i dx/ 1
echo 2 > 0000: 03: 00. 2/ port s/ 1/ pkey_i dx/ 0

Stepe.  OncetheVMsare running, you can check the VM's virtualized PKey table by doing (on the
vm).

cat /sys/class/infiniband/m x4 0/ports/[1,2]/pkeys/[0,1]
Step 3. Start up the VMs (and bind VFs to them).
Step 4. Configure | P addresses for ib0 on the host and on the guests.

3.2.1.3.4 Running Network Diagnostic Tools on a Virtual Function in ConnectX-3/ConnectX-3 Pro

Until now, in MLNX_OFED, administrators were unable to run network diagnostics from aVF
since sending and receiving Subnet Management Packets (SMPs) from aVF was not allowed, for
security reasons: SMPs are not restricted by network partitioning and may affect the physical net-
work topology. Moreover, even the SM may be denied access from portions of the network by
setting management keys unknown to the SM.

However, it is desirable to grant SMP capability to certain privileged VFs, so certain network
management activities may be conducted within virtual machines rather than only on the hyper-
visor.

3.2.1.3.4.1Granting SMP Capability to a Virtual Function

To enable SMP capability for aVF, one must enable the Subnet Management Interface (SMI) for
that VF. By default, the SMI interface is disabled for VFs. To enable SMI mads for VFs, there are
two new sysfs entries per VF per on the Hypervisor (under / sys/ cl ass/ i nfi ni band/ m x4_X/

iov/<b.d.f>/ports/<l or 2> Theseentriesaredisplayed only for VFs (not for the PF), and
only for IB ports (not ETH ports).

Thefirst entry, enabl e_sni _adni n, is used to enable SMI on aVF. By default, the value of this
entry is zero (disabled). When set to “ 17, the SMI will be enabled for the VF on the next rebind
or openibd restart on the VM that the VF is bound to. If the VF is currently bound, it must be
unbound and then re-bound.

The second sysfs entry, sni _enabl ed, indicates the current enablement state of the SMI. 0 indi-
cates disabled, and 1 indicates enabled. This entry is read-only.

When a VF is initialized (bound), during the initialization sequence, the driver copies the
requested sni_state (enable_smi _adnin) for that VF/port to the operational SMI state
(smi _enabl ed) for that VF/port, and operate according to the operational state.

Thus, the sequence of operations on the hypevisor is:
Step 1. Enable SMI for any VF/port that you wish.

Step 2.  Restart the VM that the VFisbound to (or justrun/etc/init.d/ openi bd restart onthat
VM)
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The SMI will be enabled for the VF/port combinations that you set in step 2 above. You will then
be able to run network diagnostics from that VF.

3.2.1.3.4.2Installing MLNX_OFED with Network Diagnostics on a VM

» Toinstall minx_ofed on a VF which will be enabled to run the toals, run the following on
the VM:

# mnx_ofed install

3.2.1.3.5 MAC Forwarding DataBase (FDB) Management in ConnectX-3/ConnectX-3 Pro

3.2.1.3.5.1FDB Status Reporting

FDB also know as Forwarding Information Base (FIB) or the forwarding table, is most com-
monly used in network bridging, routing, and similar functions to find the proper interface to
which the input interface should forward a packet.

In the SR-10OV environment, the Ethernet driver can share the existing 128 MACs (for each port)
among the Virtual interfaces (VF) and Physical interfaces (PF) that share the same table as fol-
low:

» Each VF gets 2 granted MACs (which are taken from the general pool of the 128 MACs)

e Each VF/PF can ask for up to 128 MACs on the policy of first-asks first-served (mean-
ing, except for the 2 granted MACs, the other MACs in the pool are free to be asked)

To check if there are free MACs for its interface (PF or VF), run: / sys/ cl ass/ net/ <et hX>/
fdb_det .
Example:

cat /sys/class/net/eth2/fdb_det
device eth2: max: 112, used: 2, free macs: 110

» Toadd anew MAC to theinterface:
echo +<MAC> > /sys/ cl ass/ net/eth<X>/fdb
Once running the command above, the interface (VF/PF) verifiesif afree MAC exists. If there

isafree MAC, the VF/PF takesit from the global pool and allocatesit. If thereisno free MAC,
an error is returned notifying the user of lack of MACs in the pool.

> Todelete a MAC from the interface:
echo -<MAC> > [sys/class/net/eth<X>/fdb
If / sys/ cl ass/ net / et h<X>/ f db does not exist, use the Bridge tool from the ip-route2 package
which includes the tool to manage FDB tables as the kernel supports FDB callbacks:

bridge fdb add 00:01: 02: 03: 04: 05 permanent self dev p3pl
bridge fdb del 00:01:02:03:04: 05 permanent self dev p3pl
bridge fdb show dev p3pl
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the pool, the following error flow will occur:
e If theinterfaceisaPF, it will automatically enter the promiscuous mode

« |If theinterfaceisaVF, it will try to enter the promiscuous mode and since it does
not support it, the action will fail and an error will be printed in the kernel’s log

e If adding anew MAC from the kernel'sNDO function fails due to insufficient MACsin

3.2.1.3.6 Virtual Guest Tagging (VGT+) in ConnectX-3/ConnectX-3 Pro

VGT+ is an advanced mode of Virtual Guest Tagging (VGT), in which aVF is allowed to tag its
own packets as in VGT, but is still subject to an administrative VLAN trunk policy. The policy
determines which VLAN IDs are allowed to be transmitted or received. The policy does not
determine the user priority, which is left unchanged.

Packets can be send in one of the following modes: when the VF is allowed to send/receive
untagged and priority tagged traffic and when it is not. No default VLAN is defined for VGT+
port. The send packets are passed to the eSwitch only if they match the set, and the received
packets are forwarded to the VF only if they match the set.

The following are current VGT+ limitations:

» Thesizeof the VLAN set is defined to be up to 10 VLANs including the VLAN O that is
added for untagged/priority tagged traffic

» Thisbehavior appliesto all VF traffic: plain Ethernet, and all RoCE transports
* VGT+ alowed VLAN sets may be only extended when the VF isonline

* Anoperational VLAN set becomesidentical asthe administration VLAN set only after a
VF reset

* VGT+isavailablein DMFS mode only

In some old OSs, such as SLES11 SP4, any VLAN can be created in the VM, regardless
of the VGT+ configuration, but traffic will only passfor the allowed VLANS.

3.2.1.3.6.1Configuring VGT+

The default operating mode isVGT:

cat /sys/class/net/eth5/vf0/vlan_set
oper:
admi n:

Both states (operational and administrative) are empty.

If you set thevl an_set parameter with morethe 10 VLAN IDs, the driver chooses the
first 10 VLAN IDs provided and ignores all the rest.

> To enable VGT+ mode:
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Step 1. Set the corresponding port/VF (in the example below port eth5 VFO) list of allowed
VLANS.

echo 01234567889 >/sys/class/net/eth5/ vf0/vlan_set
Where 0 specifiesif untagged/priority tagged traffic is allowed.
Meaning if the below command is ran, you will not be able to send/receive untagged traf-
fic.
echo 123456789 10 > /sys/class/net/eth5/vf0/vlan_set
Step 2. Reboot the relevant VM for changes to take effect.
(orrun:/etc/init.d/ openibd restart)
» Todisable VGT+ mode:
Step 1. Setthe VLAN.
echo > /sys/class/net/eth5/vf0/vlan_set

Step 2. Reboot the relevant VM for changes to take effect.
(orrun:/etc/init.d/ openibd restart)

» Toadd aVLAN:

In the example below, the following state exist:

# cat /sys/class/net/eth5/ vf0/vlan_set
oper: 0123
admn: 0123

Step 1.  Make an operational VLAN set identical to the administration VLAN.
echo 2 3456 > /sys/class/net/eth5/ vf0/vlan_set

The deltawill be added to the operational state immediately (4 5 6):

# cat /sys/class/net/eth5/vf0/vlan_set
oper: 0123456
admn: 23456

Step 2. Reset the VF for changes to take effect.

3.2.1.3.7 Virtualized QoS per VF (Rate Limit per VF) in ConnectX-3/ConnectX-3 Pro

Virtualized QoS per VF, (supported in ConnectX®-3/ConnectX®-3 Pro adapter cards only with
firmware v2.33.5100 and above), limits the chosen VFs' throughput rate limitations (Maximum
throughput). The granularity of the rate limitation is IMbits.

The feature is disabled by default. To enable it, set the “ enabl e_vfs_gos” module parameter to
“1” and add it to the " opti ons m x4_core". When set, and when feature is supported, it will be
shown upon PF driver load time (in DEV_CAP in kernel log: Granular QoS Rate limit per VF
support), when ni x4_cor e module parameter debug_| evel is set to 1. For further information,
please refer to Section 1.2.1.1, “mix4_core Parameters’, on page 17 - debug_level parameter).
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When set, and supported by the firmware, running as SR-IOV Master and Ethernet link, the
driver also provides information on the number of total available vPort Priority Pair (VPPs) and
how many VPPs are allocated per priority. All the available VPPs will be allocated on priority O.

m x4 _core 0000: 1b: 00. 0: Port 1 Available VPPs 63

m x4 _core 0000: 1b: 00.0: Port 1 UP O All ocated 63 VPPs
m x4 _core 0000: 1b: 00.0: Port 1 UP 1 Allocated 0 VPPs
m x4 _core 0000: 1b: 00.0: Port 1 UP 2 Allocated 0 VPPs
m x4 _core 0000: 1b: 00.0: Port 1 UP 3 Allocated 0 VPPs
m x4 _core 0000: 1b: 00.0: Port 1 UP 4 Allocated 0 VPPs
m x4 _core 0000: 1b: 00.0: Port 1 UP 5 Allocated 0 VPPs
m x4 _core 0000: 1b: 00.0: Port 1 UP 6 Allocated 0 VPPs
m x4 _core 0000: 1b: 00.0: Port 1 UP 7 Allocated 0 VPPs

3.2.1.3.7.1Configuring Rate Limit for VFs

Please note, the rate limit configuration will take effect only when the VF isin VST mode config-
ured with priority O.

Rate limit can be configured using the iproute2/netlink tool.
iplink set dev <PF device> vf <NUM> rate <TXRATE>

where
e NUM =0...<Num of VF>

e <TXRATE> in unitsof 1IMbit/s

Therate limit for VF can be configured:
»  While setting it to the VST mode
iplink set dev <PF device> vf <NUM> vlan <vlan_id> [qos <qos>] rate <TXRATE>

» Beforethe VF enters the VST mode with a supported priority

In this case, the rate limit value is saved and the rate limit configuration is applied when VF
state is changed to VST mode.

To disable rate limit configured for a VF set the VF with rate 0. Once the rate limit is set, you
cannot switch to VGT or change VST priority.

To view current rate limit configurations for VFs, use the iproute2 tool.
ip link show dev <PF device>

Example:

89: ethl: <BROADCAST, MULTI CAST> ntu 1500 qdisc noop state DOAN mode DEFAULT gl en 1000
link/ether f4:52:14:5e:be:20 brd ff:ff:ff:ff:ff:ff
vf 0 MAC 00:00: 00: 00: 00: 00, vlan 2, tx rate 1500 (Mops), spoof checking off, link-state auto
vf 1 MAC 00: 00: 00: 00: 00: 00, vlan 4095, spoof checking off, |ink-state auto
vf 2 MAC 00: 00: 00: 00: 00: 00, vlan 4095, spoof checking off, |ink-state auto
vf 3 MAC 00: 00: 00: 00: 00: 00, vlan 4095, spoof checking off, link-state auto
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On some OSs, the iptool may not display the configured rate, or any of the VF information,
although the both the VST and the rate limit are set through the netlink command. In order to
view the rate limit configured, use sysfs provided by the driver. Itslocation can be found at:

[/sys/class/net/<eth-x>/<vf-i>/tx_rate
3.2.1.3.8 SR-IOV Advanced Security Features

3.2.1.3.8.1SR-I0V MAC Anti-Spoofing

Normally, MAC addresses are unique identifiers assigned to network interfaces, and they are
fixed addresses that cannot be changed. MAC address spoofing is a technique for altering the
MAC address to serve different purposes. Some of the cases in which a MAC address is altered
can be legal, while others can be illegal and abuse security mechanisms or disguises a possible
attacker.

The SR-IOV MAC address anti-spoofing feature, also known as MAC Spoof Check provides
protection against malicious VM MAC address forging. If the network administrator assigns a
MAC address to a VF (through the hypervisor) and enables spoof check on it, this will limit the
end user to send traffic only from the assigned MAC address of that VF.

MAC Anti-Spoofing Configuration

e MAC anti-spoofing is disabled by defauilt.

In the configuration example below, the VM is located on VF-0 and has the following MAC
address: 11:22:33:44:55:66.

There are two ways to enable or disable MAC anti-spoofing:
1. Using the standard IP link commands - available from Kernel 3.10 and above.
a To enable MAC anti-spoofing, run:
#ip link set ens785f1 vf O spoofchk on
b. To disable MAC anti-spoofing, run:
#ip link set ens785f1 vf 0 spoofchk of f

2. Specify echo “ON” or “OFF" to the file located under /sys/class/net/<ETH_IF_NAME> /
device/sriov/<VF index>/spoofchk.

a. To enable MAC anti-spoofing, run:

# echo "ON' > /sys/class/ net/ens785f 1/ vf/ 0/ spoof chk
b. To disable MAC anti-spoofing, run:

# echo "OFF" > /sys/class/ net/ens785f 1/ vf/ 0/ spoof chk

e This configuration is non-persistent and does not survive driver restart.
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In order for spoof-check enabling/disabling to take effect while the VF is up and running,
it isrequired to perform adriver restart on the guest OS.

3.2.1.3.8.2Rate Limit and Bandwidth Share Per VF

0 Thisfeatureis at betalevel.

This feature enables rate limiting traffic per VF in SR-IOV mode for ConnectX-4 and ConnectX-
4 Lx adapter cards. For details on how to configure rate limit per VF for ConnectX-4, refer to
HowTo Configure Rate Limit per VF for ConnectX-4 Community post.

3.2.1.3.8.3Privileged VFs

In case a malicious driver is running over one of the VFs, and in case that VF's permissions are
not restricted, this may open security holes. However, VFs can be marked as trusted and can thus
receive an exclusive subset of physical function privileges or permissions. For example, in case
of allowing al VFs, rather than specific VFs, to enter a promiscuous mode as a privilege, this
will enable malicious users to sniff and monitor the entire physical port for incoming traffic,
including traffic targeting other VFs, which is considered a severe security hole.

Privileged VFs Configuration

In the configuration example below, the VM is located on VF-0 and has the following MAC
address: 11:22:33:44:55:66.

There are two ways to enable or disable trust:
1. Using the standard IP link commands - available from Kernel 4.5 and above.
a. Toenabletrust for a specific VF, run:
#ip link set ens785f1 vf O trust on
b. To disabletrust for a specific VF, run:
#ip link set ens785f1 vf O trust off

2. Specify echo “ON” or “OFF" to the file located under /sys/class/net/<ETH_IF_ NAME> /
device/sriov/<VF index>/trust.

a. Toenabletrust for a specific VF, run:

# echo "ON' > /sys/class/net/ens785f1/ device/sriov/0/trust
b. To disabletrust for a specific VF, run:

# echo "OFF" > [sys/class/net/ens785f 1/ device/ sriov/0/trust
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3.2.1.3.8.4Probed VFs

Probing Virtual Functions (VFs) after SR-IOV is enabled might consume the adapter cards
resources. Therefore, it is recommended not to enable probing of VFs when no monitoring of the
VM is needed.

VF probing can be disabled in two ways, depending on the kernel version installed on your
server:

1. If thekernel versioninstaled isv4.12 or above, it is recommended to use the PCI sysfsinter-
facesriov_drivers_aut oprobe. For more information, see linux-next branch.

2. If the kernel version installed is older than v4.12, it is recommended to use the mix5_core
module parameter pr obe_vf with MLNX_OFED v4.1 or above.

Example:
# echo 0 > /sys/modul e/ n x5_cor e/ par anet er s/ pr obe_vf

For more information on how to probe VFs, see HowTo Configure and Probe VFs on mix5 Driv-
ers Community post.

3.2.1.3.9 VF Promiscuous Rx Modes

3.2.1.3.9.1VF Promiscuous Mode

VFs can enter a promiscuous mode that enables receiving the unmatched traffic and all the multi-
cast traffic that reaches the physical port in addition to the traffic originally targeted to the VF.
The unmatched traffic is any traffic’'s DMAC that does not match any of the VFs or PFsS MAC
addresses.

Note: Only privileged/trusted VFs can enter the VF promiscuous mode.
» To set the promiscuous mode on for a VF, run:

# ifconfig eth2 promsc
» To exit the promiscuous mode, run:

# ifconfig eth2 —promsc

3.2.1.3.9.2VF All-Multi Mode

3.2.14

VFs can enter an al-multi mode that enables receiving all the multicast traffic sent from/to the
other functions on the same physical port in addition to the traffic originally targeted to the VF.

Note: Only privileged/trusted VFs can enter the all-multi RX mode.
» To set the all-multi mode on for a VF, run:
ifconfig eth2 allmulti

> To exit the all-multi mode, run:
#ifconfig eth2 —allnulti

Uninstalling SR-IOV Driver
» Touninstall SR-10V driver, perform the following:
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Step 1. For Hypervisors, detach all the Virtual Functions (VF) from all the Virtual Machines (VM)
or stop the Virtual Machines that use the Virtual Functions.

Please be awar e, stopping the driver when there are VMsthat use the Vs, will cause machine to
hang.

Step 2. Run the script below. Please be aware, uninstalling the driver deletes the entire driver'sfile,
but does not unload the driver.

[root @w 022 ~]# /usr/sbin/ofed uninstall.sh

This programwi [l uninstall all OFED packages on your machine.

Do you want to continue?[y/N:y

Runni ng /usr/sbin/vendor _pre_uninstall.sh

Removi ng OFED Software installations

Running /bin/rpm-e --al | mtches kernel-ib kernel-ib-devel Iibibverbs |ibibverbs-devel
|'i bi bver bs-devel -static |ibibverbs-utils [ibm x4 |ibm x4-devel Iibibcmlibibcm devel
['i bi bumad i bi bumad- devel |ibibunmad-static |ibibmad |ibibmad-devel |ibibmad-static
['ibrdmacm |ibrdmacmutils |ibrdmcm devel ibacm opensmlibs opensmdevel perftest com
pat - dapl conpat - dapl - devel dapl dapl - devel dapl-devel-static dapl-utils srptools infini-
band- di ags- guest of ed-scripts opensm devel

warni ng: /etc/infiniband/ openib.conf saved as /etc/infiniband/ openib.conf.rpnsave
Runni ng /t np/ 2818- of ed_vendor post _uninstall.sh

Step 3. Restart the server.

3.2.2 Enabling Para Virtualization
» To enable Para Virtualization:

e Please note, the example below works on RHEL 6.* or RHEL 7.* without a Network Man-
ager.

Step 1. Create abridge.

vim/etclsysconfiglnetwork-scripts/ifcfg-bridge0
DEVI CE=bri dge0

TYPE=Bri dge

| PADDR=12. 195. 15. 1

NETMASK=255. 255. 0. 0

BOOTPROTC=st at i ¢

ONBOCT=yes

NM_CONTROLLED=no

DELAY=0
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Step 2. Change the related interface (in the example below bridge0 is created over eth5).

DEVI CE=et h5
BOOTPROTO=none
STARTMCDE=0n
HWADDR=00: 02: c9: 2e: 66: 52
TYPE=Et her net
NM_CONTROLLED=no
ONBOCT=yes
BRI DGE=Dbr i dge0
Step 3. Restart the service network.
Step 4. Attach abridgeto VM.
ifconfig -a
ethé Link encap: Ethernet HWaddr 52:54: 00: E7: 77: 99
inet addr:13.195.15.5 Beast: 13.195.255.255 Mask: 255. 255. 0. 0
inet6 addr: fe80::5054:ff:fee7: 7799/ 64 Scope: Link
UP BROADCAST RUNNI NG MULTI CAST MTU: 1500 Metric: 1
RX packets: 481 errors: 0 dropped: 0 overruns: 0 frame: 0
TX packets: 450 errors: 0 dropped: 0 overruns: 0 carrier:0
col l'isions: 0 txqueuel en: 1000

RX bytes: 22440 (21.9 KiB) TX bytes: 19232 (18.7 KiB)
Interrupt:10 Base address: 0xa000

3.2.3 VXLAN Hardware Stateless Offloads

VXLAN technology provides scalability and security challenges solutions. It requires extension
of the traditional stateless offloads to avoid performance drop. ConnectX-3 Pro and ConnectX-4
family adapter card offer the following stateless offloads for a VXLAN packet, similar to the
ones offered to non-encapsulated packets. VXLAN protocol encapsulates its packets using outer
UDP header.

Available hardware statel ess offloads:
» Checksum generation (Inner IPand Inner TCP/UDP)

» Checksum validation (Inner IPand Inner TCP/UDP). Thiswill alow the use of GRO (in
ConnectX-3 Pro card only) for inner TCP packets.

e TSO support for inner TCP packets
» RSSdistribution according to inner packets attributes
» Receive queue selection - inner frames may be steered to specific QPs

VXLAN Hardware Statel ess Offloads requires the following prerequisites:
* HCA and their minimum firmware required:

e ConnectX-3 Pro - Firmware v2.32.5100
e ConnectX-4 - Firmware v12.14.XXxx

e ConnectX-4 Lx - Firmware v14.14.Xxxx
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» Operating Systems:

* RHEL7, Ubuntu 14.04 or upstream kernel 3.12.10 (or higher)
e ConnectX-3 Pro Supported Features:

* DMFSenabled

* AOQ static mode disabled

3.2.3.1 Enabling VXLAN Hardware Stateless Offloads for ConnectX-3 Pro
To enable the VXLAN offloads support load the m x4_cor e driver with Device-Managed Flow-
steering (DMFS) enabled. DMFS is the default steering mode.
» To verify it is enabled by the adapter card:
Step 1. Openthe/ et ¢/ modpr obe. d/ mi nx. conf file.
Step 2. Set the parameter debug_| evel to*1”.
options m x4 _core debug_|evel =1

Step 3.  Restart the driver.
Step 4. Verify in the dmesg that the tunneling mode is. vxI an.
The net-device will advertise the t x- udp-t nl - segnent at i on flag shown when running " et ht -
hool -k $DEV | grep udp" only when VXLAN is configured in the OpenvSwitch (OVS) with
the configured UDP port.
For example:

$ ethtool -k ethO | grep udp_tnl

tx-udp_tnl -segnentation: on
As of firmware version 2.31.5050, VXLAN tunnel can be set on any desired UDP port. If using
previous firmware versions, set the VXLAN tunnel over UDP port 4789.
» To add the UDP port to /etc/modprobe.d/vxlan.conf:

options vxlan udp_port=<nunber decided above>
3.2.3.2 Enabling VXLAN Hardware Stateless Offloads for ConnectX®-4 Family Devices

VXLAN offload is enabled by default for ConnectX-4 family devices running the minimum
required firmware version and a kernel version that includes VXLAN support.
To confirm if the current setup supports VXLAN, run:

ethtool -k $DEV | grep udp_tnl
Example:

# ethtool -k enslfO | grep udp_tnl

tx-udp_tnl -segnentation: on
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ConnectX -4 family devices support configuring multiple UDP ports for VXLAN offload®. Ports
can be added to the device by configuring aVXLAN device from the OS command line using the
"ip" command.

Example:

#ip link add vxlanO type vxlan id 10 group 239.0.0.10 tt| 10 dev enslfO dstport 4789
# ip addr add 192.168.4.7/24 dev vxlan0
#ip link set up vxlan0

Note: dstport' params are not supported in Ubuntu 14.4
The VXLAN ports can be removed by deleting the VXLAN interfaces.
Example:
#ip link delete vxlan0
» To verify that the VXLAN ports are offloaded, use debugfs (if supported):
Step 1. Mount debugfs.
# mount -t debugfs nodev /sys/kernel/debug

Step 2. List the offloaded ports.
I's /'sys/kernel / debug/ m x5/ $PCI DEV/ VXLAN

Where $PCIDEV isthe PCI device number of the relevant ConnectX-4 family device.
Example:

# |'s [sys/kernel /debug/ m x5/ 0000\ : 81\: 00. 0/ VXLAN
4789

3.2.3.3 Important Notes

* VXLAN tunneling adds 50 bytes (14-eth + 20-ip + 8-udp + 8-vxlan) to the VM Ethernet
frame. Please verify that either the MTU of the NIC who sends the packets, e.g. the VM
virtio-net NIC or the host side veth device or the uplink takes into account the tunneling
overhead. Meaning, the MTU of the sending NIC has to be decremented by 50 bytes
(e.g 1450 instead of 1500), or the uplink NIC MTU has to be incremented by 50 bytes
(e.g 1550 instead of 1500)

* From upstream 3.15-rcl and onward, it is possible to use arbitrary UDP port for
VXLAN. Note that this requires firmware version 2.31.2800 or higher. Additionally, you
need to enable this kernel configuration option CONFI G_M_X4_EN_VXLAN=y (ConnectX-3
Pro only).

*  On upstream kernels 3.12/3.13 GRO with VXLAN is not supported

1. If you configure multiple UDP ports for offload and exceed the total number of ports supported by hardware, then those additional ports will
still function properly, but will not benefit from any of the statel ess offloads.
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Q-in-Q Encapsulation per VF in Linux (VST) for ConnectX-3 Pro Adapters

This section describes the configuration of IEEE 802.1ad QinQ VLAN tag (S'VLAN) to the
hypervisor per Virtual Function (VF). The Virtual Machine (VM) attached to the VF (via SR-
IOV) can send traffic with or without C-VLAN. Once aVF is configured to VST QinQ encapsu-
lation (VST QinQ), the adapter's hardware will insert SVLAN to any packet from the VF to the
physical port. On the receive side, the adapter hardware will strip the S-VLAN from any packet
coming from the wire to that V.

This solution is supported for ConnectX-3 Pro adapters only.

Setup
The setup assumes two servers equipped with ConnectX -3 Pro adapters.

C-VLAN 40 C-VLAN 40

ens5.40 ens2.40

S-VLAN 100  Network  S-VLAN 100

ens2.100 ens2.100

Prerequisites
» Kernel must be of v3.10 or higher, or custom/inbox kernel must support vlan-stag
* Firmware version 2.36.5150 or higher must be installed

» The server should be enabled in SR-IOV and the VF should be attached to a VM on the
hypervisor. In order to configure SR-IOV in Ethernet mode for ConnectX-3 Pro adapt-
ers, please refer to Section 3.2.1.2.1, “ Configuring SR-10V for ConnectX-3/ConnectX-3 Pro”,
on page 75.

In the following example of configuration, the VM is attached to V FO.

Network Considerations

The network switches may require increasing the MTU (to support 1522 MTU size) on the rele-
vant switch ports.

Configuring Q-in-Q Encapsulation per Virtual Function

1. Enable QinQ support in the hardware. Set the phv- bi t flag using ethtool (on the hypervisor).
# ethtool --set-priv-flags ens2 phv-bit on
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2. Add the required S-'VLAN (QinQ) tag (on the hypervisor) per port per VF. There are two
waysto add the S'VLAN:

a. By using sysfsonly if the Kernel version used isv4.9 or older:
# echo 'vlan 100 proto 802.1ad" > /sys/class/net/ens2/vf0/vlan_ info

b. By usingthei p | i nk command (available only when using the latest Kernel version):
#ip link set dev ens2 vf 0 vlian 100 proto 802.lad

Check the configuration using thei p 1i nk showcommand:

#ip link show ens2

2: ens2: <BROADCAST, MULTI CAST, UP, LOAER _UP> ntu 1500 qdi sc g state UP mode DEFAULT group
default glen 1000

|ink/ether 7c:fe:90:19:9e:21 brd ff:ff:ff:ff:ff:ff

vf 0 MAC 00: 00: 00: 00; 00: 00, vlan 100, vlan protocol 802.1ad , spoof checking off,
link-state auto

vf 1 MAC 00: 00: 00: 00: 00: 00, vlan 4095, spoof checking off, link-state auto
vf 2 MAC 00: 00: 00: 00: 00: 00, vlan 4095, spoof checking off, |ink-state auto
vf 3 MAC 00: 00: 00: 00; 00: 00, vlan 4095, spoof checking off, |ink-state auto
vf 4 MAC 00: 00: 00: 00: 00: 00, vlan 4095, spoof checking off, link-state auto

3. [Optional] Add S-VLAN priority. Usethe qos parameter inthei p 1i nk command (or sysfs):
#ip link set dev ens2 vf 0 vlan 100 qos 3 proto 802. lad

Check the configuration using thei p 1i nk showcommand:

#ip link show ens2

2: ens2: <BROADCAST, MULTI CAST, UP, LOAER _UP> ntu 1500 qdi sc g state UP mode DEFAULT group
default glen 1000

|ink/ether 7c:fe:90:19:9e:21 brd ff:ff:ff:ff:ff:ff

vf 0 MAC 00: 00: 00: 00: 00: 00, vlan 100, gos 3, vlian protocol 802.1ad , spoof checking
off, link-state auto

vf 1 MAC 00: 00: 00: 00: 00: 00, vlan 4095, spoof checking off, link-state auto
vf 2 MAC 00: 00: 00: 00: 00: 00, vlan 4095, spoof checking off, |ink-state auto
vf 3 MAC 00: 00: 00: 00; 00: 00, vlan 4095, spoof checking off, |ink-state auto
vf 4 MAC 00: 00: 00: 00: 00: 00, vlan 4095, spoof checking off, link-state auto

4. Restart the driver inthe VM attached to that VF.
(VML) # /etc/init.dl openidb restart
5. CreateaVLAN interface on the VM and add an | P address.

#ip link add Iink ens5 ens5.40 type vian protocol 802.1q id 40
# ip addr add 42.134.135.7/16 brd 42.134.255. 255 dev ens5. 40
#ip link set dev ensb.40 up

6. To verify the setup, run pi ng between the two VMs and open Wireshark or tcpdump to cap-
ture the packet.

For further examples, refer to HowTo Configure QinQ Encapsulation per VFE in Linux (VST)
Community pots.
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3.3 Resiliency
3.3.1 Reset Flow

Reset Flow is activated by default, once a "fatal device error is recognized. Both the HCA and
the software are reset, the UL Ps and user application are notified about it, and arecovery process
is performed once the event is raised. The "Reset Flow" is activated by the mix4 _core module
parameter ' i nternal _err_reset', and itsdefault valueis 1.

3.3.1.1 Kernel ULPs

Once a"fatal device" error isrecognized, an | B_EVENT_DEVI CE_FATAL event iscreated, ULPsare
notified about the incident, and outstanding WQEs are simulated to be returned with* f1 ush in
error" message to enable each ULP to close its resources and not get stuck via calling its
"renove_one" callback as part of "Reset Flow".

Once the unload part is terminated, each ULPis called with its" add_one" callback, its resources
arere-initialized and it is re-activated.

3.3.1.2 SR-IOV
If the Physical Function recognizes the error, it notifies al the VFs about it by marking their
communication channel with that information, consequently, all the VFs and the PF are reset.

If the VF encounters an error, only that VF is reset, whereas the PF and other VFs continue to
work unaffected.

3.3.1.3 Forcing the VF to Reset
If an outside “reset” isforced by using the PCI sysfsentry for aVF, areset is executed on that VF
once it runs any command over its communication channel.

For example, the below command can be used on a hypervisor to reset a VF defined by
0000\:04\:00.1:

echo 1 >/sys/bus/pci/devi ces/0000\: 04\: 00. 1/ reset

3.3.1.4 Advanced Error Reporting (AER) in ConnectX-3 and ConnectX-3 Pro

AER, a mechanism used by the driver to get notifications upon PCI errors, is supported only in
native mode, UL Ps are called with r enove_one/ add_one and expect to continue working prop-
erly after that flow.User space application will work in same mode as defined in the "Reset Flow"
above.

3.3.1.5 Extended Error Handling (EEH)

Extended Error Handling (EEH) is a PowerPC mechanism that encapsulates AER, thus exposing
AER events to the operating system as EEH events.

The behavior of ULPs and user space applicationsisidentical to the behavior of AER.

1. A*“fatal device” error can be atimeout from afirmware command, an error on afirmware closing command, communication channel not being
responsivein aVF. etc.
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3.4  Fast Driver Unload
e Thisfeature is supported in ConnectX-4 and above adapter cards.

This feature enables optimizing mix5 driver teardown time in shutdown and kexec flows.

The fast driver unload is disabled by default. To enable it, the prof _sel module parameter of
mix5_core module should be set to 3.
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4 Troubleshooting
You may be able to easily resolve the issues described in this section. If a problem persists and
you are unable to resolve it yourself please contact your Mellanox representative or Mellanox
Support at support@mellanox.com.
4.1 General Related Issues
Table 9 - General Related Issues
I ssue Cause Solution
Thesystempanicswhen | Mafunction hardware com- | 1. Remove the failed adapter.
itisbooted with afailed | ponent 2. Reboot the system.
adapter installed.
Mellanox adapter isnot | PCI slot or adapter PCI 1. Runlspci.
identified as a PCI connector dysfunctionality | 2. Reseat the adapter inits PCI slot or
device. insert the adapter to adifferent PCI slot.
If the PCI dot confirmed to be func-
tional, the adapter should be replaced.
Mellanox adapters are Misidentification of the Run the command below and check
not installed inthe sys- | Mellanox adapter installed | Mellanox’s MAC to identify the Mella-
tem. nox adapter installed.
I spci | grep Mellanox' or 'Ispci
-d 15b3:
Mellanox MACs start with:
00:02:CO:xx:xx:XX, 00:25:8B:XX:XX:XX
or F4:52:14:xx:xx:xx"
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Table 10 - Ethernet Related Issues

Issue

Ethernet interfaces
renaming fails leaving
them with names such
as renamexy.

Cause

Invalid udev rules.

Troubleshooting

Solution

Review the udev rulesinside the "/etc/
udev/rules.d/70-persistent-net.rules”
file. Modify the rules such that every
rule is unique to the target interface, by
adding correct unique attribute valuesto
each interface, such asdev_id, dev_port
and KERNELS or address).

Example of valid udev rules:
SUBSYSTEM=="net", ACTI ON=="add",
DRI VERS==""?*",

ATTR{ dev_i d} =="0x0",
ATTR{type}=="1", KERNEL=="eth*",
ATTR{dev_port}=="0", KER-
NELS=="0000: 08: 00. 0", NAME="et h4"
SUBSYSTEM=="net", ACTI ON=="add",
DRI VERS==""?*",

ATTR{ dev_i d} =="0x0",
ATTR{type}=="1", KERNEL=="eth*",
ATTR{dev_port}=="1", KER-
NELS=="0000: 08: 00. 0", NAME="et h5"

No link.

Misconfiguration of the
switch port or using a cable
not supporting link rate.

» Ensurethe switch port is not down

» Ensurethe switch port rateis config-
ured to the same rate as the adapter's
port

Degraded performance
is measured when hav-
ing amixed rate envi-
ronment (10GbE,
40GbE and 56GbE).

Sending traffic from anode
with ahigher rateto anode
with lower rate.

Enable Flow Control on both switch's

ports and nodes:

¢ Ontheserver side run:
ethtool -A <interface> rx on
tx on

» Onthe switch side run the following
command on the relevant interface:
send on force andreceive on
force

No link with break-out
cable.

Misuse of the break-out
cable or misconfiguration
of the switch's split ports

» Use supported ports on the switch
with proper configuration. For fur-
ther information, please refer to the
MLNX_OS User Manual.

» Make sure the QSFP break-out cable
side is connected to the SwitchX.

Physical link failsto
negotiate to maximum

supported rate.

The adapter is running an
outdated firmware.

Install the latest firmware on the
adapter.
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Issue

Physical link failsto
come up while port
physical stateis Polling.

Cause

The cable is not connected

to the port or the port on the

other end of the cableis
disabled.

Troubleshooting

Solution

e Ensurethat the cableis connected on
both ends or use a known working
cable

¢ Check the status of the connected
port using thei bport st at e com-
mand and enable it if necessary

Physical link failsto
come up while port
physical stateis Dis-
abled.

The port was manually dis-
abled.

Restart the driver:
/etc/init.d/ openibd restart

4.3 Performance Related Issues
Table 11 - Performance Related Issues
Issue Cause Solution

Thedriver worksbut the These recommendations may assist with

transmit and/or receive gaining immediate improvement:

data rates are not opti- 1. Confirm PCI link negotiated usesits

mal. maximum capability
2. Stop the IRQ Balancer service.

/etc/init.d/irq_bal ancer stop
3. Start minx_affinity service.
mnx_affinity start

For best performance practices, please
refer to the Performance Tuning Guide
for Mellanox Network Adapters®
(www.mellanox.com > Products >
InfiniBand/VVPI Drivers > Linux SW/
Drivers).

Out of the box through- | IRQ affinity is not set prop- | For additional performance tuning,

put performancein erly by thei rg_bal ancer please refer to Performance Tuning

Ubuntul4.04 is not opti- Guide.

mal and may achieve

results below the line

rate in 40GE link speed.
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Table 11 - Performance Related Issues

Issue

UDP receiver through-
put may be lower then
expected, when running
over mix4_en Ethernet
driver.

Cause

Thisis caused by the adap-
tive interrupt moderation
routine, which sets high
values of interrupt coal esc-
ing, causing the driver to
process large number of
packetsin the same inter-
rupt, leading UDP to drop
packets due to overflow in
its buffers.

Troubleshooting

Solution

Disable adaptive interrupt moderation
and set lower values for the interrupt
coalescing manually.

et ht ool -C <eth>X adaptive-rx off
rx-usecs 64 rx-frames 24

Values above may need tuning, depend-
ing the system, configuration and link
Speed.

4.4  SR-I0OV Related Issues
Table 12 - SR-IOV Related Issues
I ssue Cause Solution
Failed to enable SR- The number of VFsconfig- | 1. Check the firmware SR-1OV configura-
IOV. ured in thedriver ishigher | tion, run the mixconfig tool.
The following message | than configured in the firm- | 2. Set the same number of VFsfor the
is reported in dmesg: ware. driver.
m x4_core
0000: xx: xx. 0: Fail ed
to enable , continu-
ing without (err =
-22)
Failed to enable SR- SR-10QV isdisabled in the Check that the SR-10V isenabled in the
IOV. BIOS. BIOS (see Section 3.2.1.2, “ Setting Up SR-
The following message IOV”, on page 73).
isreported in dmesg:
m x4_core
0000: xx: xx. 0: Fail ed
to enable , continu-
ing without (err =
-12)
When assigningaVFto | SR-IOV and virtualization | 1. Verify they are both enabled in the BIOS
aVM thefollowing are not enabled in the 2. Addto the GRUB configuration fileto
message isreported on | BIOS. the following kernel parameter:
the screen: “intel _i nmun=on"
"PCl - assgi ne: error: (see Section 3.2.1.2, “ Setting Up SR-
requires KVM sup- IOV”, on page 73).
port™"
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